**Introduction**

[Last week I analyzed player rankings of the Arkham Horror LCG classes.](https://wp.me/p27liZ-Vr) This week I explain what I did in the data analysis. As I mentioned, this is the first time that I attempted inference with [rank data](https://en.wikipedia.org/wiki/Ranking), and I discovered how rich the subject is. A lot of the tools for the analysis I had to write myself, so you now have the code I didn’t have access to when I started.

This post will *not* discuss rank data modelling. Instead, it will cover what one may consider basic statistics and inference. The primary reference for what I did here is [*Analyzing and Modeling Rank Data*, by John Marden](https://books.google.com/books/about/Analyzing_and_Modeling_Rank_Data.html?id=Dp24H21QHNoC). So far I’ve enjoyed his book and I may even buy a personal copy.

**What is Rank Data?**

Suppose we have ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAICAMAAAD+zz7+AAAAA3NCSVQICAjb4U/gAAAALVBMVEV2dna6urr////u7u6YmJiqqqrc3NxUVFTMzMwZGRkAAABmZmaIiIgyMjJEREQxn5GMAAAATElEQVQImSWLQQLAIAjDShTRqfv/c4fuRNoUUdXMVXGPgnpbu8GokJ2MKShPgVgkjg72ckEpknQWI+8vtkGdmK7gLMJLxpmvLTLacj5q3gG/fWuCqQAAAABJRU5ErkJggg==)objects we ask our study participants (also known as “judges”) to rank. For example, suppose we asked people to rank apples, oranges, and bananas. What we then get is a prioritization of these objects according to our judges. This could come in the form

![(3, 1, 2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAARCAMAAABD7rQYAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX////u7u6qqqrc3NyIiIgGBgaYmJhMTEwyMjLMzMx2dnZmZma6urpMW3jpAAAA3ElEQVQokY1RiRKEIAjlNrT//94VstJmapYp8AlPLoAuCH/KGVj/JYBwGusGzWqZU6GVJVRaC5uKQ7fOalOMm2wTIapI9y6BIlPpJ9H5VZoYGOldI3Abf0oprwz1oaA48BlHSx8L47jQ8JuAt9GpGHwytvRTjW+IKX4wqqTxcjCw9mBWemfQqGBvQRpzcN1fGXt/DGNWJIDpiUS1n/hqxvJ+YBdmlig6us1ZofSt4t0Ly6aVToyaEo4YqMy1APPa8BOXS10FrwFPfDxPy4gejBXjWAXdmdFXwgPHTn46wgRP6XiFMAAAAABJRU5ErkJggg==)

and we interpret the number in the ![k^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOCAMAAAAYGszCAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX////c3NyYmJhUVFS6uro9PT0iIiINDQ1mZmbu7u52dnaqqqrMzMy0kexqAAAAcElEQVQYlWWQ6w7FIAiDy01B9/7PO9DlnMw1aZCmfD8E/gqAjPCWpdvznuZrXlLNX4N35gqWOTag7yE5fIJXhfo+aNty1cIC4hEk0Ehki0qFSQvhHMq1LqQqTlG3b5hIH2eYDDUc5UZQAR9heszXP9wUNAG97mUukgAAAABJRU5ErkJggg==)position as the ranking of the ![k^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOCAMAAAAYGszCAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX////c3NyYmJhUVFS6uro9PT0iIiINDQ1mZmbu7u52dnaqqqrMzMy0kexqAAAAcElEQVQYlWWQ6w7FIAiDy01B9/7PO9DlnMw1aZCmfD8E/gqAjPCWpdvznuZrXlLNX4N35gqWOTag7yE5fIJXhfo+aNty1cIC4hEk0Ehki0qFSQvhHMq1LqQqTlG3b5hIH2eYDDUc5UZQAR9heszXP9wUNAG97mUukgAAAABJRU5ErkJggg==)item. In this case, if the tuple is in the order of apples, oranges, and bananas, then oranges recieved the highest ranking, bananas the second-highest, and apples the last position.

An alternative view of this data may be

![(\text{oranges}, \text{bananas}, \text{apples})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALQAAAARCAMAAABDwnZdAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJiqqqq6urrMzMwyMjKIiIhwcHDu7u4HBwdUVFTc3NwiIiJERETD6z0kAAACIElEQVRIidVWiW7DMAi1Ad/x///uwFcTO142RZo01LqUwOOZQBylWLz6P9K5uncwaPJrKhuhfMwmm8qPTi+hwbwE2AsupGuJ08tCS6nfImyFVtJoeXFvC/3HpJVpX24VACvpIzqnvAVH8s8QWLkR3mlnMYqbBW4oBKvPpAG07H+N2xgmhOGWtRa3oTTS16yRVCpTFFEVDQySK8U/vHQUmw+Gi6C8hPOvygQcms6kA/tqp9a4nWFC6G4QWOGifRS6ycr1obKhUOqOnL9sga9laGZRBIO/Sf5rB5kT0LnSsvL1JW5nmBC6WwHyDDQUIT1nBScfNpW00Y1p9WR03ycrhp05VAdEdFnlYKyaSR+wxm0NE0Kztt3DR5HAOSvFStoO0qaatY/nXDp6aSfbJ47sccr5STHHbQ1XhG69Jz1nRSe8R3tAvy9c2KzTibSHVJq3VEWS+tMTo7fHErc1XBGG2317zFn5iVFjZRDJtPxlC0bXfTLa58yUxuNBYIuXvbZZ6oO4xG0NHaECDLcCJPM3lBp4zSpKPYOdlvHHHGyZW8QUgWKwyga+ARDCIU3HbgBK82LlHUCH8iZA2B55S9zO0BEaQLPKsxNt6YCmcKBbskZeLKon8eznKevlQnp7MF0Bxin17XEVx/Kt1H3Ret4/7/dBrgA/Il3JADxCF7p29XuMfJIrwE9I+1Y6eLzJKKf8ytDTje9v5AogE3VVbkQufAHncRQB1PHWSQAAAABJRU5ErkJggg==)

where the items are arranged in order of preference. This form of describing a ranking has its uses, but we will consider only the first form in this introduction.

Ranking data has the following distinguishing characteristics from other data: first, the data is ordinal. All that matters is the order in which items were placed, not necessarily the numbers themselves. We could insist on writing rank data as ![(100, 1, 50)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEkAAAARCAMAAACmcHF0AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIgAAACYmJgvLy/c3Ny6urru7u5dXV0QEBB2dnbMzMxERERiGeXtAAABCUlEQVQ4jaVSC7LDIAgUJP57/+s+UYikiX2d6U7iRtmsgDrXkdyPUIP6q5HDMIiYEr3mGhFaPneV+ETMFCsYWeYh8NgIj2GALFus0LgAij/IyF1kvzozg6EsXLFfbH6+OEljluyQV5VhrPqo/I+TkeXmwsso4wgVUN46EVBd8j70drV8czpIeecUekcoOyODys8tJ1LeOTGST0bWE7o4fd2nEW5G1k/wUp0rfJB+8bNT8mHkZGSALomC5n3qmUJeHM4CZ1zmXAca2fwaZxfw8PPSwixXmIqct8RlnhDRyvot6Otou3FDCJ/ninwOO7xvs9l2pgPwHB14jz1rk16ATcYsaZ/nmlJ//wBP7gZqUuhi9AAAAABJRU5ErkJggg==)and the information content would not have changed. (But of course we would never do this.) Second, every item gets a ranking. This excludes “Choose your top 3 out of 50”-type questions, since not every item would receive a ranking (this is called an incomplete ranking and requires special care; I won’t discuss this type of data in this article). Finally, every item’s ranking is distinct; no ties are allowed.

Thus ranking data is distinct even from just [ordinal data](https://en.wikipedia.org/wiki/Ordinal_data) since data comes from judges in the form of a tuple, not just a single ordinal value. (Thus we would not consider, say, [Likert scale responses](https://en.wikipedia.org/wiki/Likert_scale) as automatically being an instance of rank data.) An ideal method for rank data would account for this unique nature and exploit its features.

**Basic Descriptive Statistics**

From this point on I will be working with the Arkham Horror player class ranking data. I made the Timestamp column nonsense to anonymize the data. You can [download a CSV file of the data from here](https://docs.google.com/spreadsheets/d/1ksnE29BOgOVYbCOZqlB3unKKaLQ-7G6W5C_3x9yJinQ/edit?usp=sharing), then convert it to a .Rda file with the script below (which is intended to be run as an executable):

#!/usr/bin/Rscript

################################################################################

# ArkhamHorrorClassPreferenceSurveyDataCleaner.R

################################################################################

# 2019-02-10

# Curtis Miller

################################################################################

# This file takes a CSV file read in and cleans it for later analysis, saving

# the resulting data in a .Rda file.

################################################################################

# optparse: A package for handling command line arguments

if (!suppressPackageStartupMessages(require("optparse"))) {

install.packages("optparse")

require("optparse")

}

################################################################################

# MAIN FUNCTION DEFINITION

################################################################################

main <- function(input, output = "out.Rda", help = FALSE) {

input\_file <- read.csv(input)

input\_columns <- names(input\_file)

arkham\_classes <- c("Survivor", "Guardian", "Rogue", "Seeker", "Mystic")

for (cl in arkham\_classes) {

names(input\_file)[grepl(cl, input\_columns)] <- cl

}

names(input\_file)[grepl("Reason", input\_columns)] <- "Reason"

input\_file$Reason <- as.character(input\_file$Reason)

input\_file$Timestamp <- as.POSIXct(input\_file$Timestamp,

format = "%m/%d/%Y %H:%M:%S", tz = "MST")

for (cl in arkham\_classes) {

input\_file[[cl]] <- substr(as.character(input\_file[[cl]]), 1, 1)

input\_file[[cl]] <- as.numeric(input\_file[[cl]])

}

survey\_data <- input\_file

save(survey\_data, file = output)

}

################################################################################

# INTERFACE SETUP

################################################################################

if (sys.nframe() == 0) {

cl\_args <- parse\_args(OptionParser(

description = paste("Converts a CSV file with survey data ranking",

"Arkham Horror classes into a .Rda file with a",

"well-formated data.frame"),

option\_list = list(

make\_option(c("--input", "-i"), type = "character",

help = "Name of input file"),

make\_option(c("--output", "-o"), type = "character",

default = "out.Rda",

help = "Name of output file to create")

)

))

do.call(main, cl\_args)

}

(The script with all the code for the actual analysis appears at the end of this article.)

The first statistic we will compute for this data is the marginals matrix. This matrix simply records the proportion of times an item received a particular ranking in the sample. If we want to get mathematical, if ![\omega](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEV2dna6urr////c3NwZGRnu7u5UVFSqqqqYmJgyMjLMzMyIiIhmZmaTHRqKAAAAO0lEQVQImSWKxxHAQAwCAYULdv/1WpJ5MLsDkEIdI/QMaTuCPyqxqtm6B2HzReFpFV7eTFituO6M4zV+KFEA+7WK32UAAAAASUVORK5CYII=)is a ranking tuple and ![\omega_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALCAMAAAB4W0xQAAAAA3NCSVQICAjb4U/gAAAAKlBMVEW6urr///92dnbc3Nzu7u6qqqpUVFQ4ODiYmJgiIiJmZmYQEBDMzMyIiIiJz5j6AAAAU0lEQVQImU3MWQ7AIAgE0BlAcev9r1vBtJEPkjcsII1Riujgk2LrScMha7JEi6j9FD23YpBNjygvMLBqFZVCLYNYs8N87iHU+f2N2hs3u+HmaHwBbekBaNqfrQsAAAAASUVORK5CYII=)is the ranking of the ![i^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAOCAMAAAD+MweGAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///9UVFSYmJjc3Ny6urru7u7MzMwfHx+qqqpmZmYyMjJERER/f39FPYuWAAAAXklEQVQImV2MCw7AMAhC8Vvb7f7nHc3+JSGaBwpcCsCG4aNBtydmnsLOdhMpgu5Qqf29E669oPqQdlqS04vcBB580yJhaTPvGs5E6PkQi4YvwNpa2TuWklTkn5T+KwfF1wFpMgO12wAAAABJRU5ErkJggg==)option and the sample is ![\omega^{(1)}, \ldots, \omega^{(n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAATCAMAAAAnIeqUAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqqYmJjc3Ny6urp2dnbu7u6IiIjMzMwaGho9PT1UVFRmZmYZ0EEmAAAA8klEQVQ4jb2Uiw6DIAxFW1rKy///3lnA6BAZbMluogj13GKtAvxJhADinJ6+xYvuvN0PtLrssY1NyJ6XLY95bnLGbd0Zr3YNX6bVmpatFSfnEN2dTxdrs14RxZkjQLzz8WKN69YZdwhsD17yOvG7tfGThg0eBZLnwtc2MaHWh1PUhFbmnFt897eGMi9c79kr5c2JpMk9P+A61x2yxnX9bEyerMcDnvn88FSKBXLkldmX2McLr5nie8YVjfCNfUqWbGebVDdBrjPU6AAHHwJLDL2sJkgdO0ONDvChaPixj6MfxD9EP2jcJt/8dg/JsLfH0V0vAJ8EyFOMSKAAAAAASUVORK5CYII=), then the ![ij^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAASCAMAAAB2Mu6sAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9UVFSYmJjc3Nzu7u6qqqq6uroiIiLMzMx6enoyMjIMDAxERERmZmZikvw+AAAAjElEQVQYlW1QBw7EMAgzYWT2/989WtqTMpCQI5vhAMwhADfGHs0z/6skkAWFHMYnkAYOK3QZEmndhpEzlyKlVciRVBxNQ9akYIKJr8hSwIUfF8lt+pgk5nXkeS+7BYO11boF1jrz3N/H0FmoF6Kly2JdpTydeebdZjSEh0PQ9ts3+unY0kXPk/ygC/MDPDECPmM+9YEAAAAASUVORK5CYII=)entry of the marginal’s matrix is

![\hat{M}_{ij} = \frac{1}{n} \sum_{l = 1}^n I_{\{\omega^{(l)}_i = j\}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJoAAAAaCAMAAAB4kbX9AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIh2dnaYmJiqqqru7u5mZma6uroYGBhUVFQ/Pz/c3NwAAADMzMzTU9EuAAACRUlEQVRIic2WiXKEMAiGySU53/91S45VVLSpbWeXcd0ZNeEHPpIAvExp+FAzWNS7NVyYa9fcp+pTgwCrL6Ulpaz9Q+FpyYOzkqOZGGBW5zmHbtHnnC0gRoAojcElh5m5D1bCmE3lqe83aSbj9tQHmoHkyf1U8iwwO1fWt380YsA30iB45jC6eoWCwhhQ/oEyMKVly5Uwt4Awac6zaJytxdQmSYPi8kiaa8m24MV476QB5knqicSfW0LIFGhJbg4HDJG50VlM0snJI9TIT02XBXvGYVntsr38FETmGWoEggGsOp4MT3lmWAinR8qBMnDLA0nT2hUS2Oqka+bxkow8jI2fqZU/Zd2SR51A7udu1FdgQpUiUDNR0F1XWL78sB0tnecO43ezKhiKGX2qtzqHpfI484PSFl6qwgeyHW1FraxvlyFNcDU+WnxItPdR6aOnO6ZYSxyn+8ntlmm1A+GVT6e8V66Fsc1Lskp9KEhLsnvdJp/vp8AqlQ4hmSPjXHmTVk7SGuVKRN074jKd+2l1vz9caEaxxRqS093SN9IG/7bA2WRpjffTnJvtDxf8BESsln1IsrTWULFD3pqQ2aBcltb1SaFs06+Hiy27CQOtb8rgXdYaQ7YWft+X25BBOWdyZygfuYbxw0X03BAKr+9hR6tR1ZSYhhe9kCvTKV8u0hbV3TZ/fbj43qpyDSUelnSW6F4H9eDU+UurDBmv6SKqRPedgRvW/suYy2RFaZ3yd0hjciTSX5TruYPjX5pjeEukD8pt7d8v00kNVLq+8HQAAAAASUVORK5CYII=)

where the function $\latex I\_{{A}}$ is 1 if ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMCAMAAABhq6zVAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWIiIj///8CAgLMzMzu7u5UVFSYmJjc3NxmZma6urqqqqoqKipERER2dna2CqLXAAAAS0lEQVQImUXMAQ7AIAgDwFpAcXP//+5QmSOB9AIBJQtXdGZl/YH7OehidoDi40PVuEtofKpMOABLiMxBXdinlBnQ1hP2SMa5ac7RX14bAU5iYz98AAAAAElFTkSuQmCC)is true and 0 otherwise. (Thus the sum above simply counts how many times ![\omega^{(l)}_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAWCAMAAAAcqPc3AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqp2dna6urru7u7c3NzMzMyYmJhmZmYcHBxUVFRERESIiIgyMjKPJYVXAAAAlklEQVQokY2PSQ4EIQhFRQbF4f7XbbDKqBUXTQKRJ3wghH+MIQTo1L48mksOAicGz5uFfPKRVrIHH7x4UPN0ClWXL1Pw5C2h1cupb7ISjUebEehZ3VJJ26D3iKTv/mZoMoRbDY0G8qnu6H9TY97o7fzo7+aSfUmv3VBKiRxHHy0uqkhdv+WbMeQrR673hgh3roRXnrfTfnAuAkTcMVAFAAAAAElFTkSuQmCC)was equal to ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAQCAMAAAAcVM5PAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///+qqqpUVFSYmJjc3Nzu7u4LCwu6urp2dnZEREQyMjIiIiLsS5ARAAAAQklEQVQImW2MSxLAMAhCwU9M0/vftx1DdmEhb0QBWpHb8RTuorPdEauhUEvZnOebgqG+eLVwE5ifk/hHjuROjF3yAS13AK6nVLGCAAAAAElFTkSuQmCC).)

The marginals matrix for the Arkham Horror data is given below

MARGINALS

---------

1 2 3 4 5

Guardian 18.29 20.43 26.84 19.71 14.73

Mystic 19.71 18.29 17.81 20.90 23.28

Rogue 19.24 14.73 20.67 21.38 23.99

Seeker 28.03 25.18 17.10 18.53 11.16

Survivor 14.73 21.38 17.58 19.48 26.84

Below is a visual representation of the marginals matrix.
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From the marginals matrix you could compute the vector representing the “mean” ranking of the data. For instance, the mean ranking of the Guardian class is the sum of the ranking numbers (column headers) times their respective proportions (in the Guardian row); here, that’s about 2.9 for Guardians. Repeat this process for every other group to get the mean ranking vector; here, the mean rank vector is ![(2.92, 3.10, 3.16, 2.60, 3.22)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALgAAAARCAMAAABZ/pbTAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u4AAACIiIjc3NyYmJiqqqpgYGC6urrMzMwuLi52dnYQEBBERER+ojA0AAACJklEQVRIidVViW7DIAzlMoSQ/P/vDmMMNmNNNVWahtpS7OeHDzDG1GHN/xrsb/lTL34xfGgT4OR9SlPhfTGr0FiAkuxc3YQF8OYJZApAFBsr3q7TRJqHDXhuPwF/0c/UNzEJajRlEda/QSwz+JOojDmEF1uQPa3JbnoqeVm3ECkeNhiGB4ZYKsTeNbjsqALB1YV1VgnruCvaX4M6Np8uzMr0aQ9KuM8xkql4WbcQSR42EIZn/9oro6+54Y5m7g4lZL6Zk+ZT6FjzCmRcCAKhebtuR8Q8bCAMUzZhnIXo6Ey1jBsHStgh91w1nyjIS5zfDSi4mEPSwc3NSLchkjzTgOZ6HfJIzwkcaUSPQAsxcvBiJRx/BB2YNuU4m7DuG5HmmSqaY8EPjTLvdIGYqWpFdgyM9BpZkBmHB1AroUz54GXdjkjwDIM+13Sz41FvbhuhFNpiW2WVT+vR/AFkF6cmL+sWom88oOfaf/pROSrG9ouOpz+mRUjXOU8fe1dB9WwGe9CJjOKWS17WaaKFhw2GYfS1jzagDyF4awJW4qz4OwghhYmlKRUdqFpAfRwoyI7Zg7Cq8R4gtRnrFiLFwwY8Exq7ir0cjr7R4aE19yGks2brg4qPWcMEf7rSHrzYDhufxz0I6CkmkN6MdQuR5GGDYVjbYVV53ad2I4RHyFuYzxHNh//leA7tPczHiCjZMT7hHgFvYj5FZLkTPhTH5tf6dzEfI8IL+wXhbxFGTHMj0AAAAABJRU5ErkJggg==)(keeping the ordering of the classes suggested by the rows above, which is alphabetical order; this will always be the ordering I use unless otherwise stated.) Of couse this is not a ranking vectors; rankings are integers. The corresponding ranking vector would be to rank the means themselves; this gives a ranking vector of ![(2, 3, 4, 1, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABOElEQVQ4ja1T27aFIAjkat76/989oGbaQ52HzSprAqYREMAM4Td28aQf8YFye4g/VGtd/yWSyi782LTICnORnMheGgXXIbIuMZV3DEBhAVF0ddIZTmnM6lyWi4epiYFvOebRc5O0EhrHRjj3cowbz2hLiFtOKQsQ/BdhicDTQwH3lAVmfiUUkt5ZUYizF4csMSi6QoI3QrZaSdsPJb+6JYXd5JwSBV4Jm4K2v1gmIW36knk50IAxvhO2uNaBXJ3TLdtHnF1uDY8hD5jVxjQorRwLIXp0V0hqE9MYlJkVgYdOl53Mw1N3dIU37IM9sEdrE+aF72MT3O66oWvCpY5UQsoTsh7Bj8bAHt0r56dLr431UAZ4wR9uKHO5LO8BT/zh7uJoK/Yjg17hA+M1Mbdu3E/fE3+4fZL/AEIrBoXfJBcpAAAAAElFTkSuQmCC).

I don’t like inference using the mean ranking vector. As mentioned above, this data is ordinal; that means the magnitude of the numbers themselves should not matter. We could replace 1, 2, 3, 4, 5 with 1, 10, 100, 1000, 10000 and the data would mean the same thing. That is *not* the case if you’re using the mean rank unless you first apply a transformation to the rankings. In short, I don’t think that the mean ranking vector appreciates the nature of the data well. And since the marginals matrix is closely tied to this notion of “mean”, I don’t think the matrix is fully informative.

Another matrix providing descriptive statistics is the pairs matrix. The matrix records the proportion of respondents who preferred one option to the other (specifically, the row option to the column option). Mathematically, the ![ij^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAASCAMAAAB2Mu6sAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9UVFSYmJjc3Nzu7u6qqqq6uroiIiLMzMx6enoyMjIMDAxERERmZmZikvw+AAAAjElEQVQYlW1QBw7EMAgzYWT2/989WtqTMpCQI5vhAMwhADfGHs0z/6skkAWFHMYnkAYOK3QZEmndhpEzlyKlVciRVBxNQ9akYIKJr8hSwIUfF8lt+pgk5nXkeS+7BYO11boF1jrz3N/H0FmoF6Kly2JdpTydeebdZjSEh0PQ9ts3+unY0kXPk/ygC/MDPDECPmM+9YEAAAAASUVORK5CYII=)entry of the pairs matrix is

![](data:image/gif;base64,R0lGODlhqwA0APMAAAAAAAAAAIiIiERERMzMzCIiIqqqqmZmZu7u7hAQEJiYmFRUVNzc3DIyMrq6unZ2diH5BAUAAAAALAEAAACqADMAAAT/EMhJq704662ReI5yMFxpnmiqruxqAAEBPEpr33iu38QgLbKdcEgsqgQCScLIbDqLA5ljwXA8r1giYmBV+QCIRS1LLq8YtEDXzG5f1e64nAif2++sOn7P1+j7gBhBbn+BhhICYnGFFQkBAQmRkpORj5aPL4c6ClYGmWyMFAqPXxsMCguPDZo6CBOubaEUA49JJggPMay7JbKvjronBge8xRa4tA0PgxcEjwUpD7DGJg8FAQufDpAPgbnYOLjX2dQUDQsVCmOGDZg55+UVAesAAiSaCMD3NvPxE9v3CNDTtC3AKhsA/Ul4sASAgk+8Djwi1oKhQgkNiAnoR+2aLw4Z/y8iCEADwABoFgx0m4DywoEFMGPKXDmEwaME01CMhHiCADMEA1f4pAB0g4E629a8qrAvx6Wnj0yMClAKxdGcJ2yhkkCA5xEJWwF01XCgJYACVYul8lqi7Ap7Egyso8gCLgC5E+heKKB3VNNEExQsy/BSpmGaRBrYUsHXAgMDTS3QpTJBWovJ+yxf2NmIbo0CrgwgUMkHJgubPBEc1IAOIwUBzFK0BrC6XhB1ldsN+PSNLoODrg6wdfOg9glcuun14ECRwYjKGobnleA8syjEJUpOaBA5jgLQQ5ZvgOt8jV4KBhYovUD+gHkK4k+AXtfQjoME3XHERzxlwuIJY1UwBf9E/M32H1cQxVeNXQrGwUAC622AAFYYfCCBAz+VMtQrAxGgCAUYEqXhTx2mlQISdiBQQFAbnIfBAaVo1cWBZGGHCFgz6mTcCd1wZ4cyKYTFgQK22GIZARFmwMACNBrpCpIpGDBAfhsM8FARBiABFCpJTmDaCUt+BN8XVBiQgAJL+meCh/SUeWaagVFYgWp8IOCATWMYsGNl4GWAAANdFXdTT18cNWUBBVDJQXpdGMoAoooKYqIcnbQkwKR3QaXppjZm0OCcIqgQqqekbfCpHQfQxGSFD7Tq6quwxionBnQq6RwRJGA6JiAQThBApFcwYNcFywArVKfpIOtgABMYAE1sl3ccoMCsNggAbVzSebdaqvVc1IKurGgn1gMCUOttBmKweG4G9xnLALjreltfBoKZFe+9Hpbw6L38IkLjBfv2e28UYBRm2D0BC7zuvBokrPBFpwJs78PxCPZCGIbBhPDEFFPjXLYXSjRsvxEAADs=)

The pairs matrix for the Arkham Horror data is below:

PAIRS

-----

Guardian Mystic Rogue Seeker Survivor

Guardian 0.00 54.16 55.34 42.52 55.82

Mystic 45.84 0.00 51.07 39.90 53.44

Rogue 44.66 48.93 0.00 38.72 51.54

Seeker 57.48 60.10 61.28 0.00 61.52

Survivor 44.18 46.56 48.46 38.48 0.00

First, notice that the diagonal entries are all zero; this will always be the case. Second, the pairs matrix is essentially completely determined by the entries above the diagonal of the matrix. Other forms of interence use these upper-diagonal entries and don’t use the lower-diagonal entries since they give no new information. The number of upper-diagonal entries is ![\bar{m} = m(m - 1)/2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHkAAAARCAMAAADOg/NMAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqru7u52dnZUVFSIiIi6urqYmJguLi7c3NwGBgbMzMxERERaS3mLAAABU0lEQVRIiaVVWZbEIAh0X1Dvf91B0MzEaEd76qPjo0uqwGCE+A76S/LRvhnMEdvBtZT/lA7wzqnQobDer3I14mQPBFexLwzynVORg4u08D25UtwvWfbV/sJsloxKrCzaQ1jsQ8GG54QpggGvTEA7dnkGAydOYp+VbaaHxmbplPkng4uonwKWEhb7Bw6UZ+xFOXC7Q+7xpIUX0lQP6Nv205AXOOfAyfIZe1FWPAy2xyMljmjEl7ZY4MZpaZ77lO24Ik05kyb0YTTkVae6NG0xx53Dyjv7LmVP09DfTNVaSbY9HoLEFhLGbg8cLmCyb62sqMjWbI+jpYFti2rbKr3KcOfo+IwtEJqyqyVkriM7AHD4fkg8E6huvFOrBAOnTGIz4OufDP1Jg8c3p06EldRnuGWNK1CfN2++90QHIKtq2dIDHCbRNAyndhfS2zd3Bd80w5f1B1+cCSFdRZa1AAAAAElFTkSuQmCC), which is the number of ways to pick pairs of ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAICAMAAAD+zz7+AAAAA3NCSVQICAjb4U/gAAAALVBMVEV2dna6urr////u7u6YmJiqqqrc3NxUVFTMzMwZGRkAAABmZmaIiIgyMjJEREQxn5GMAAAATElEQVQImSWLQQLAIAjDShTRqfv/c4fuRNoUUdXMVXGPgnpbu8GokJ2MKShPgVgkjg72ckEpknQWI+8vtkGdmK7gLMJLxpmvLTLacj5q3gG/fWuCqQAAAABJRU5ErkJggg==)classes.

The pairs matrix for the Arkham Horror data is visualized below.
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With the pairs matrix, crossing above or below 50% of the sample being in the bin is a significant event; it indicates which classes are preferred to the other. In fact, by counting how many times this threshold was crossed, we can estimate that the overall favorite class is the Seeker class, followed by Guardians, then Mystics, then Rogues, and finally Survivors. This is another estimate of the “central”, “modal”, or “consensus” ranking. (This agrees with the “mean” ranking, but that’s not always going to be the case; the metrics can disagree with each other.)

While I did not like the marginals matrix I do like the pairs matrix; I feel as if it accounts for the features of rank data I want any measures or inference to take account of. It turns out that the pairs matrix is also related to my favorite distance metric for analyzing rank data.

**Distance Metrics for Rank Data**

A [*distance metric*](https://en.wikipedia.org/wiki/Metric_(mathematics)) is a generalized notion of distance, or “how far away” two objects ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr////u7u5mZmaYmJjc3NxERERUVFQQEBC6urp2dnaIiIjMzMy63efRAAAAOElEQVQImS2LORLAMAyEFh2WneT/7408owoKEEie8aQIw4slIRpwCdvGcjMWBafHRTnW/ffKvEd+G9wAtZN4bMgAAAAASUVORK5CYII=)and ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)are. In order for a function ![d(x, y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAARCAMAAAB+fNV+AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqru7u7c3NxNTU2IiIi6urqYmJhmZmYJCQkyMjJ2dnbMzMwiIiKkIhMYAAAA9ElEQVQokX1SixLDIAgDQcHW/f/vLpQ+9G4rd21FYgixRHMU+h9Tbe8t3i9gqvKsO46a/Mci/F61D5H4CzQw9VYC5P5OTbTFq+zMG58JMbvYdLCxAXLUdMSq0IBs0dixQq6kfIFlCERy1iDFa8oeh2zAHmhQU/XEoAbPOrrGDl/+9dX1reUDPoUISroLLX0Bl0hzqzm17aBrcfII0+h/x4DIdhpQqSCzTpZzYxx1KmgldrbCtmbbajEpizPMCe5RuTjHmHbJd7NPzq3zQHXqH6SP5+ckutTXrN0Omf9iY16ytKSeF4krpzV4+lPKyK9xTblxQV+wVQSlz0RDfQAAAABJRU5ErkJggg==)to be a metric, it must have the following properties:

1. ![d(x, y) \geq 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAARCAMAAABAWbowAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqru7u4HBwdUVFSIiIi6urqYmJjc3NxmZmYsLCzMzMx2dnZERERMKIiGAAABTUlEQVQ4jZVTAZLEIAgDFRFt///dg6JWu7e7d8y0oxIhCS3AGgHex6fcHkfM9v4EofLnalEb82e4zNUrjphpbnJViLxgtsgT3tKxiyZN5Xn90NXxTUe9l01kRZsuiLYKB2LFgUWUwkvdjKyQK5facj8c97Zcdcz2UAM0LV1OO+EAkuDEiWtFC6HnCLag1GHZi+lOyC1rl2Y9uCsZDkgco7nntHNsS7GqEqJKsgsTGndza/bHfN8SeA6mnRmrQnAyo5gbcHtjWz/K67j55LmenplCJZNnX04mbkar7oJRmZ6p+wvE1VlHGxRHYJ+YOp0EghItvbH5n5w0DS64zbVn0HgzYRHUrE2sEQZBmwAP64S5+kjS+9+T8DEd2phDub+17uLu/5fYwb20EmR5NMM04iF3CcRtd70D9c9fTf8PMb2//G+hN2Ukt4p+ufCIHyMMBsA4R8jgAAAAAElFTkSuQmCC)for all ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr////u7u5mZmaYmJjc3NxERERUVFQQEBC6urp2dnaIiIjMzMy63efRAAAAOElEQVQImS2LORLAMAyEFh2WneT/7408owoKEEie8aQIw4slIRpwCdvGcjMWBafHRTnW/ffKvEd+G9wAtZN4bMgAAAAASUVORK5CYII=)and ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==).
2. ![d(x, y) = 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAARCAMAAABAWbowAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqoHBwfu7u6YmJiIiIi6urrc3NwsLCx2dnbMzMxUVFRERERrvkfWAAABMUlEQVQ4jZVTAY7EIAgEFNTq/v+7B2LdelndO5I2KuMAgwA8LcLeTr7VrpDsf4JI/jNb0MB8huMpErPMTSoA+YQ2jGxdoq40r1+6ur7VUbYeqwuCreJFVOjGEmHmB28iVkj3tbrhyp3HZI8lQlXq/LITjoANXjRxNSsRuW9XZ3IyvYTiktVesx68mQwHgo5R391tnMYPsqKboCXZhQkN64sqyT8N186ZsVYInsxN5gJMi7b1o7Rr99TMKtRk0ozLzYqbVourYGXemv0us1dnEa1RHIC9Y6p0Q4iaaB4407950sKbzLqHLG8WykjadetYFYpI1gG+pUPm4i1p+/EUonUWJS3b/H5rQ8Wd/h9tBQ9qTZDxU7AvRrTs+j/KeP46KP/h0vuP6YxjdpjEpdqP+bQfKk4FvJWRKbcAAAAASUVORK5CYII=)if and only if ![x = y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAMCAMAAADWFlTyAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVmZmb///+qqqru7u6YmJiDg4O6urrc3NwLCwsyMjJUVFRERETMzMwiIiKhF00fAAAAg0lEQVQYlY2RyQ4DIQxD7SzDOv//u02mUtUDlFqCQ3iykwBSBMW8cK1LjNQGmhKdQ9ZYmeUOqwEG8AXhI3vb0RHVvMiqm9BUu/IkV+oPTPOxMjnr6b/O5Yz2rkbIYAd1M0aENbI7MV0UssUiweyWJ/eoaPHIxS4MZ049PoN/+Jl4bvcFUsEDQtG/O58AAAAASUVORK5CYII=).
3. ![d(x, y) = d(y, x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAARCAMAAADdVLO4AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqpmZmbu7u5NTU3c3NyYmJiIiIi6uroJCQkyMjLMzMx2dnYiIiK/JL5BAAABdElEQVQ4jZ2Vi5LDIAhFQRQ1pv//u4vxbWNslplmJsI9IhAL0BvB2p58/2Cc3sXnE8mazVYvGV6252em2uz4juE+AGaDdHbjf8U4JfLcle14dv/OoBPxwAJEVIY7oUOWkMunwxI0MDpJtgaNDDoIgrTA6OhjAqVBY4k1wUixMPmWZR0YvSRZB40MZVMLwtUCWW3bxXzBqhQjvjKHqhrnhZ7RS/IRGzQyvBw2hlSeH7+ow6Wf8DQsbGI0SYvIUGEEDymDsqPxY8Hia1pyq0GcGJ2kWIUKwx1XBq6egHUsTKNJsVweqlKouaoTo5MUq1BhkLjZA6fhkn5rBSTpmtwiI8s6Hd/y4owjo0kyo0ETgy0ahTK0Mb9gkRReQ1Uqr5g/qe16eWUOjCbJjAadGHbstWnfZG7CcnBuGH5mwB1jfMtaSZPVXUb3pgfJl2JiIA5v15NsuT3o8V+hYzQJ4OT9YmBXBMpXGqNNpd/c4x2jSmi+FiPjDwDhCZF6SEFGAAAAAElFTkSuQmCC)for all ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr////u7u5mZmaYmJjc3NxERERUVFQQEBC6urp2dnaIiIjMzMy63efRAAAAOElEQVQImS2LORLAMAyEFh2WneT/7408owoKEEie8aQIw4slIRpwCdvGcjMWBafHRTnW/ffKvEd+G9wAtZN4bMgAAAAASUVORK5CYII=)and ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==).
4. ![d(x, y) \leq d(x, z) + d(y, z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALIAAAARCAMAAABO3AYaAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqru7u5mZmbc3NyIiIiYmJgsLCy6urpUVFTMzMwJCQl2dnZERET1QuIUAAACAUlEQVRIia2Wi5aEIAiGwful3v91FzJTzHJmdz1n5qTi9yOCBdA3Bc/tbe5/GS9W3dSWA/+/gaxZKP2dsSb0gEz+u3egvg8pEZDfMb4jNEDwAGbBC3YYMDr2+O8Zo3MfEBpgI8NtdfJe9FLUcsH3jNG7TwgHQG2IHisNURvXrQvoyOSYi6mtDHHrk+KdwQCvAAeGcFkQOtEZQNFzoiQyO085BTrCjtXUJEMrscxdh+J2J7b+zqC2JRs3yZAuC0IvOgNoW5IoHQDSEVoBrC42NFdrGX0fK1gx4MjaYARjcFkQetEZINMTW1ywLO9FH8qPs/eKyRZDb7NisFTJk8rQ3Dz/4YzQRCeAlKEEpcqZLCwVd8tQ6HPPdoFcMeBIljujPQ+ETnQC4NOgoIRr/y7yyTSYLyfG+5S3HO61v2LQAG/yxpCXbEfoRCcArkuXaegoUEr5qEHRds1ZYFwIJfHByprja6Pk9IoB1u6pFJ5gNJcloYlWggQ4i0YjaXOBJotKIx+5q+monfMlB+Ljy3/BoOi5rO8M/UBooifhCWBlupt2r55ZFWHZnhkwYcxedBchzwnxpXcupW06PbiDsbbhsntgTBwq/kxcPghNdCQMMUFxmZaOsvUtpF6/0d4YrX3CIEITHQk3AHbbVmcAHdqSPeNH0ZPihHG1jxhEuERHAgN+AK8XDxwsynh3AAAAAElFTkSuQmCC)for all ![x, y, z](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAMCAMAAAAnHQ9/AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqru7u6YmJjc3Ny6urqIiIhMTEwNDQ1mZmYyMjLMzMx2dnYiIiJwC2dcAAAApUlEQVQYlXWRARKFIAhEF1AIrftf92OZWtN/M04ts8FKAIg8yZ7QySQAFwy4FAYBwnCDUS+nmo742KZxr2p7PMMxXK0h1AHXWYlZuc/bGAslX2dC3Ze2tcpNPSpy9xFrE29qRMxl9cXRM7Y5OFImufqH6QzftapVCWNVYqd2G+lRXeSYmnO8OB6kscvtpV/kewXii/7g3Cbr+C30x8f1uiQpr7rzAzC/AuSyPd7WAAAAAElFTkSuQmCC)(the “triangle  
   inequality”)

The notion of distance you use in every-day life, the one taught in middle-school geometry and computed whenever you use a ruler, is known as [Euclidean distance](https://en.wikipedia.org/wiki/Euclidean_distance). It’s not the only notion of distance, though, and may not be the only distance function you use in real-life. For instance, [Manhattan or taxi cab distance](https://en.wikipedia.org/wiki/Taxicab_geometry) is the distance from one point to another when you can only make 90-degree turns and is the distance that makes the most sense when travelling in the city.

There are many distance metrics we could consider when working with rank data. The Spearman distance is the square of the Euclidean distance, while the footrule distance corresponds to the Manhattan distance. It turns out that the mean rank vector above minimizes the sum of [Spearman distances](https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient). The distance metric I based my analysis on, though, was the [Kendall distance](https://en.wikipedia.org/wiki/Kendall_tau_distance). I like this distance metric since it is not connected to the mean and considers the distance between the rankings ![(1, 2, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABOUlEQVQ4ja1TWbKEIAyELKx6/+s+EgSCzxl/hrLAtmPTCcG5Nrz7zRg6+Ud6jlEXksVT3Dk+DrM1Ua63PEx8qVQytBf9BWVOxJugmD7WlwM3KAOCeT/DSarM8m/3CTbex2YnBZxuWiCfVs+TFZzm47K+C56pTSFZiVotIv8oWJPDJ8ErKVs1iBYV3AQJqJ8ssUvHJ8FIxjIxWQ6cFcRWG9IEIMvzLJh5x3Qui+Q2Qd1S80n1oyBYf7kFY4CBU9oFldCKl0M0nwRLC/LjlPW8UyiT5NamgccGXujuELh1yJWFrnj5SoyI7AeWLHJctG6ywoVmNSaV7kIcg/T6VSh/BhkLiyVv6wg15GLpXjm5TjwzUWV07gt+oV2d0yzPHnDHL3Q3B2A+wR5xx99pPzpm+fbbbfuHX2jp3D8vsAaFOQWXxwAAAABJRU5ErkJggg==)and ![(5, 2, 3, 4, 1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABO0lEQVQ4ja1UWRbCIAwMWShLuf91TehCwKo/8lrKOGQYQhBAW4D/tEsn/0kPhPqH9VMql4yek313SzPnuuxj89b4QD2ErMcWG7sZZnofITtN0BrGMU4sB1nEYs0nzsuHTXGKdLvRidKmGRw9xG3Y7sNVsCXtYvK/1eoRh0fBmoAOQUZezwZjmEI8KvQsyALpSKTujicLat0lNbD4FAPCsyBme66gyRFkmfW5DZrhg2Cqp2CvmCln6P1l1aJ4l1VKnwTLbprG0uKwaHS4Trmfd4rlJkXLNAq+C6JohfT96SsqTaevJEQk4cJG523QfRFw+CxssEz3YdA180hUaNHawGYp+DxijblcmGSLxz2z6yT3TjpHAF/wDxrq3d3pmSes+Ad9mEP/p4DzjBV/p8NZgjh8h+m2veEftFXuC0OMBoVOr4aCAAAAAElFTkSuQmCC)to be greater than the distance between ![(1, 2, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABOUlEQVQ4ja1TWbKEIAyELKx6/+s+EgSCzxl/hrLAtmPTCcG5Nrz7zRg6+Ud6jlEXksVT3Dk+DrM1Ua63PEx8qVQytBf9BWVOxJugmD7WlwM3KAOCeT/DSarM8m/3CTbex2YnBZxuWiCfVs+TFZzm47K+C56pTSFZiVotIv8oWJPDJ8ErKVs1iBYV3AQJqJ8ssUvHJ8FIxjIxWQ6cFcRWG9IEIMvzLJh5x3Qui+Q2Qd1S80n1oyBYf7kFY4CBU9oFldCKl0M0nwRLC/LjlPW8UyiT5NamgccGXujuELh1yJWFrnj5SoyI7AeWLHJctG6ywoVmNSaV7kIcg/T6VSh/BhkLiyVv6wg15GLpXjm5TjwzUWV07gt+oV2d0yzPHnDHL3Q3B2A+wR5xx99pPzpm+fbbbfuHX2jp3D8vsAaFOQWXxwAAAABJRU5ErkJggg==)and ![(2, 1, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABPUlEQVQ4ja1T25aDMAgMt1z1/393IdEU3G33pZxWHYdMBoIpaUD6Ttw67Ut6SWje2G4ixxE24xIQt/Gow/F9cG+oD1OCjsvk4VIqixc8KNIamN3zmU+eymJamgxFt6+Z/AK/vmiinLECL7jNl+sPZ9VLru8ELcbwiOFPwVET7YWYfZeeglg82ykIMvI6WZZU91kUjgIeAUtkkxck7RXPArDZb0WTh6PoMPH5ssgpCM4tZ311bEHkmOAFoWkyZbxxrVFwEvME+mGaFl1fwrtTnudfc79xFx3bLPcGYPRyiKITM5cIEQkk2j7XYF/YqmglOVr1Iy3TmHV6jU22eDWKpGSb/QuDWQLfRxy5dU+vztnnJLuSqeTL/o3/odPYl92emPDE/9DLHKJ7hTHjiT/TcE/MyzfUFFPqJ/jENsk/NqAGhfAuRPkAAAAASUVORK5CYII=)(unlike, say, the [Hamming distance](https://en.wikipedia.org/wiki/Hamming_distance), which gives the same distance in either case).

Kendall’s distance even has an interpretation. Suppose that two ranking tuples are seen as the ordering of books on a bookshelf. We want to go from one ordering of books to another ordering of books. The Kendall distance is how many times we would need to switch adjacent pairs of books (chosen well, so as not to waste time and energy) to go from one ordering to the other. Thus the Kendall distance between ![(1, 2, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABOUlEQVQ4ja1TWbKEIAyELKx6/+s+EgSCzxl/hrLAtmPTCcG5Nrz7zRg6+Ud6jlEXksVT3Dk+DrM1Ua63PEx8qVQytBf9BWVOxJugmD7WlwM3KAOCeT/DSarM8m/3CTbex2YnBZxuWiCfVs+TFZzm47K+C56pTSFZiVotIv8oWJPDJ8ErKVs1iBYV3AQJqJ8ssUvHJ8FIxjIxWQ6cFcRWG9IEIMvzLJh5x3Qui+Q2Qd1S80n1oyBYf7kFY4CBU9oFldCKl0M0nwRLC/LjlPW8UyiT5NamgccGXujuELh1yJWFrnj5SoyI7AeWLHJctG6ywoVmNSaV7kIcg/T6VSh/BhkLiyVv6wg15GLpXjm5TjwzUWV07gt+oV2d0yzPHnDHL3Q3B2A+wR5xx99pPzpm+fbbbfuHX2jp3D8vsAaFOQWXxwAAAABJRU5ErkJggg==)and ![(2, 1, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABPUlEQVQ4ja1T25aDMAgMt1z1/393IdEU3G33pZxWHYdMBoIpaUD6Ttw67Ut6SWje2G4ixxE24xIQt/Gow/F9cG+oD1OCjsvk4VIqixc8KNIamN3zmU+eymJamgxFt6+Z/AK/vmiinLECL7jNl+sPZ9VLru8ELcbwiOFPwVET7YWYfZeeglg82ykIMvI6WZZU91kUjgIeAUtkkxck7RXPArDZb0WTh6PoMPH5ssgpCM4tZ311bEHkmOAFoWkyZbxxrVFwEvME+mGaFl1fwrtTnudfc79xFx3bLPcGYPRyiKITM5cIEQkk2j7XYF/YqmglOVr1Iy3TmHV6jU22eDWKpGSb/QuDWQLfRxy5dU+vztnnJLuSqeTL/o3/odPYl92emPDE/9DLHKJ7hTHjiT/TcE/MyzfUFFPqJ/jENsk/NqAGhfAuRPkAAAAASUVORK5CYII=)is one; we only need to make one swap. The distance between ![(1, 2, 3, 4, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABOUlEQVQ4ja1TWbKEIAyELKx6/+s+EgSCzxl/hrLAtmPTCcG5Nrz7zRg6+Ud6jlEXksVT3Dk+DrM1Ua63PEx8qVQytBf9BWVOxJugmD7WlwM3KAOCeT/DSarM8m/3CTbex2YnBZxuWiCfVs+TFZzm47K+C56pTSFZiVotIv8oWJPDJ8ErKVs1iBYV3AQJqJ8ssUvHJ8FIxjIxWQ6cFcRWG9IEIMvzLJh5x3Qui+Q2Qd1S80n1oyBYf7kFY4CBU9oFldCKl0M0nwRLC/LjlPW8UyiT5NamgccGXujuELh1yJWFrnj5SoyI7AeWLHJctG6ywoVmNSaV7kIcg/T6VSh/BhkLiyVv6wg15GLpXjm5TjwzUWV07gt+oV2d0yzPHnDHL3Q3B2A+wR5xx99pPzpm+fbbbfuHX2jp3D8vsAaFOQWXxwAAAABJRU5ErkJggg==)and ![(5, 2, 3, 4, 1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABO0lEQVQ4ja1UWRbCIAwMWShLuf91TehCwKo/8lrKOGQYQhBAW4D/tEsn/0kPhPqH9VMql4yek313SzPnuuxj89b4QD2ErMcWG7sZZnofITtN0BrGMU4sB1nEYs0nzsuHTXGKdLvRidKmGRw9xG3Y7sNVsCXtYvK/1eoRh0fBmoAOQUZezwZjmEI8KvQsyALpSKTujicLat0lNbD4FAPCsyBme66gyRFkmfW5DZrhg2Cqp2CvmCln6P1l1aJ4l1VKnwTLbprG0uKwaHS4Trmfd4rlJkXLNAq+C6JohfT96SsqTaevJEQk4cJG523QfRFw+CxssEz3YdA180hUaNHawGYp+DxijblcmGSLxz2z6yT3TjpHAF/wDxrq3d3pmSes+Ad9mEP/p4DzjBV/p8NZgjh8h+m2veEftFXuC0OMBoVOr4aCAAAAAElFTkSuQmCC), in comparison, is seven, since we need to make seven swaps.

It also turns out that the Kendall distance is related to the pairs matrix. The average Kendall distance of the judges from any chosen ranking ![\omega](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEV2dna6urr////c3NwZGRnu7u5UVFSqqqqYmJgyMjLMzMyIiIhmZmaTHRqKAAAAO0lEQVQImSWKxxHAQAwCAYULdv/1WpJ5MLsDkEIdI/QMaTuCPyqxqtm6B2HzReFpFV7eTFituO6M4zV+KFEA+7WK32UAAAAASUVORK5CYII=)is

![\sum_{i, j: \omega_i > \omega_j} \hat{K}_{i,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGAAAAAZCAMAAAD5a9sDAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+YmJju7u66uromJiaqqqoQEBCIiIjc3NxUVFR2dnYAAADMzMxmZmZERETU70pjAAABa0lEQVRIib1ViZKsIAwkJJwB/v9zX0A8UNnaUt92WeMMgTTpHKPUp3DxW39nACb3Xwl0e/4azGFBIWY2j/2kzAHk7TikwQCM+3cbHhOoxE0el86GYA+6lecaOqqfcHWgbTn8eK5RyXIc7izIn9SWNSrd+lcqsn/v37NGmvUZ0XsCsMY7O2XPrwmCXFJPyxz4dQfaqn/o9RK7O1wJ4XWafcsjTrKZhv660O+Yx2kW+VuavVkU19CV12Vy6gIX7ym0I1tFAK4v9ItDWPs2HOLyIz1p1Wp7K7NOMS6eEdfYlx1xH0bK4EivlewVfol8TVOl2BbVbeWTxqamb9KbQ4KRLvRyVwnlmA7ZdF0ckMVO2GvHbwn2GGo/DPRarpiK5FtDHwOpnu6LCt18dglBrpOV7BF4oicNFOWRyoDNvdiWReVn00d2epwnaaffEWpU8ezvOv1XGFUczox39PlWjKd/UD/Tf0DwS+S5Qiv+AR4lCIFOQdQgAAAAAElFTkSuQmCC)

(There is a similar expression relating the Spearman distance to the marginal matrix.)

**Central Ranking Estimator**

Once we have a distance metric, we can define what the “best” estimate for the most central ranking is. The central ranking is the ![\omega](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEV2dna6urr////c3NwZGRnu7u5UVFSqqqqYmJgyMjLMzMyIiIhmZmaTHRqKAAAAO0lEQVQImSWKxxHAQAwCAYULdv/1WpJ5MLsDkEIdI/QMaTuCPyqxqtm6B2HzReFpFV7eTFituO6M4zV+KFEA+7WK32UAAAAASUVORK5CYII=)that minimizes

![\frac{1}{n}\sum_{l = 1}^{n} d(\omega^{(l)}, \omega)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAVCAMAAABGxfGuAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dnaqqqq6urqIiIgICAju7u6YmJjc3NxUVFQqKirMzMxERERmZmYvpWBqAAAB4UlEQVRIib1ViY7EIAhV8UBt//93F9QqHtNssgdJJ6MIDx6CSv2/eGt/zxkapUwin2+HjP6sRmuNeQ/ITytNX77pM2+HQ3fpXKxyJeccGQFcSqUzlHbQIET0DGT55z7aWFwQQ3Hy/I/VGvRm2OKjiANOWwXn4kxuPJm0QAaiik6QxJb0xQyrXRGg3HFJhYOsnIQzrWAXRO+uofVkREsdzuFqQtOLiq1zgTVnxBaOuBrgvnVxvTYmmafElReEimgDcxKyON31xALtQ7xEPNqdM5oBk1eZCoCFkRZjSLV6WZcbNcoj9HN6TdKHqynltrWM3AfKP2UmNnNQY/GEB3LL7PcQ3fliS2Ee7N3MmSAoRKrRLDBInfRcZdeknwhubupdMh/mUnREvkGlTr4m6UWdJr2CQz4T00Zw3MchE0rdCPVaMmpS6ywYMusPEyzHaSVC6uPQJ2aCWOI/6oYco0a9twOWhGe9Despf01LK/307IM1eJvc+s8l8MkdUqz1mfVxK1kUzYFtYm2II6DzOOoO9k6L6/OghQsDXACvq+Cxl+K2I2WPh0OcngdZ19Jwk8cD4qdh1rTrhi/ciucBOwBC5L6kifWeozIvI8rndac6EM9DclLgmVhN5nH4A3l5Hv5EvgDS+Aq68IAohQAAAABJRU5ErkJggg==)

In other words, the most central ranking minimized the sum of distances of all the rankings in the data to that ranking.

Sometimes this ranking has already been determined. For instance, when using the Spearman distance, the central ranking emerges from the “mean” rankings. Otherwise, though, we may need to apply some search procedure to find this optimal ranking.

Since we’re working with rank data, though, it’s very tempting to not use any fancy optimization algorithms and simply compute the sum of distances for every possible ranking. This isn’t a bad idea at all if the number of items being ranked is relatively small. Here, since there are five items being ranked, the number of possible rankings is ![5! = 120](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAMCAMAAAAERl6qAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqoAAACIiIiYmJju7u4tLS3c3Nx2dna6uroQEBBLS0vMzMz0XBegAAAAx0lEQVQokZWSiw7DIAhFUR7i6/9/d4CdWbIZM5JWWzheuBHgHbnAv9EGt5oBKh5LhEesRCnFykyh1rGwf/cTOZmio2pPGn6CCfoZWe4NR06GVU5U6E7gB9quaJ/2wqkxGTb7zZm9lTku6NqhtEC72aMK4DZoerJpB3+jZstCy5MUlOXCTbW6Q0vV0Byd2xh8JDeavWbPKmbZUn3HueFmMmIOKyyHvU/yWemsyoFOUlUSuxF2mDsjRFR3+lcoFbT7Jh09XClnI16KlwRWJn+9DgAAAABJRU5ErkJggg==), which is not too big for a modern computer to handle. It may take some time for the exhaustive search approach to yield and answer, but the answer produced by exhaustive search comes with the reassurance that it does, in fact, minimize the sum of distances.

This is in fact what I did for estimating the central ranking when minimizing the sum of Kendall distances from said ranking. The resulting ranking, again, was Seeker/Guardian/Mystic/Rogue/Survivor (which agrees with what we determined just by looking at the pairs matrix; this likely is not a coincidence).

**Statistical Inference**

All of the above I consider falling into the category of descriptive statistics. It describes aspects of the sample without attempting to extrapolate to the rest of the population. With statistical inference we want to see what we can say about the population as a whole.

I should start by saying that the usual assumptions made in statistical inference are likely not satisfied by my sample. It was an opt-in sample; people *chose* to participate. That alone makes it a non-random sample. Additionally, only participants active on Facebook, Reddit, Twitter, Board Game Geek, and the Fantasy Flight forums were targeted by my advertising of the poll. Thus the Arkham players were likely those active on the Internet, likely at a particular time of day and day of the week (given how these websites try to push older content off the main page). They were likely young, male, and engaged enough in the game to be in the community (and unlikely to be a “casual” player). Thus the participants are likely to be more homogenous than the population of Arkham Horror players overall.

Just as a thought experiment, what would be a better study, one where we could feel confident in the inferential ability of our sample? Well, we would grab randomly selected people from the population (perhaps from pulling random names from the phone book), have them join our study, teach them how to play the game, make them play the game for many hours until they could form an educated opinion of the game (probably at least 100 hours), then ask them to rate the classes. This would be high-quality data and we could believe the data is reliable, but *damn* would it be expensive! No one at FFG would consider data of that quality worth the price, and frankly neither would I.

Having said that, while the sample I have is certainly flawed in how it was collected, I actually believe we can get good results from it. The opinions of the participants are likely educated ones, so we probably still have a good idea how the Arkham Horror classes compare to one another.

In rank data analysis there is a probability model called the *uniform distribution* that serves as a starting point for inference. Under the uniform distribution, every ranking vector is equally likely to be observed; in short, there is no preference among the judges among the choices. The marginals matrix should have all entries be ![\frac{1}{m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAUCAMAAABs8jdaAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWIiIj///8AAACqqqqYmJi6urphYWHu7u5ERER2dnYyMjLU1NQQEBA18VNDAAAATUlEQVQImZ3KwQ6AIAwD0NYyNsT//14ZMRIPXOxheWsKkg4wk1dtmeW/rYbe/snHx8p2s3NHkSDVYbMgL+eZG4h9lNPh+QqWJqvTmvEGm4UBoGjVi3cAAAAASUVORK5CYII=), all off-diagonal entries of the pairs matrix should be ![\frac{1}{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAUCAMAAACZDLzqAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWIiIj///+YmJiqqqoAAAC6uroQEBBqamrMzMzu7u5MTEzc3NwiIiJ9nWQyAAAAQ0lEQVQImYWMSQ7AMAwCIcR2lv7/vVWQ0mu5jAABOAESVBlsv4i1dNzRRbe+UK2CGOJMIop8hrv0oDyXfBYcGzszO19C1gE1tfg4pgAAAABJRU5ErkJggg==), and any “central” ranking is meaningless since every ranking is equally likely to be seen. According to the uniform distribution, ![P(\{\omega\}) = \frac{1}{m!}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAUCAMAAAA6JNosAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJhUVFRmZmaIiIg7Ozuqqqq6urrc3Nx2dnbu7u4AAAAWFhbMzMw6Pl/iAAABaklEQVQ4ja2U0XLEIAhFo1GQqP//u1XAaNa4TWb2PqSzUA4I4rb9Wodzax9/A16MOY/ObwIa0GGP1pG1gX8Rfy2Faz7jmequ5juZseocOV1iB8eCnyJo5z/7O7RjUIi5nkDcdo4QE647eYf2zINau/Zhjd7m83xDJ+Av9UDljBNtaJtfoEMsiGCrJSjaMUf/x8gQ/Bx5J7QeeppkjJG7lnVK3tSa2/3jPDnJGYDUup8yyzy2N1bikE+w1eRY8RKKnq15HsNaqWfVksAHRdex6vZY4rJxff3iRcVwxL4GrSS+xG2spEVr9tbrBw2RVREd4w3ZMduylSRTaWN0684OSqG+Jj4NMx/ROSU8fKLBVGT/f0YU/SGHF86gE/2EvKWbAiTSzDunaIeT51RwBsAB7Pc7C9zZnCaHXMiDJkcX1lGXev3iFQN5+j7GjiTM76vogJfOt1X4ocqbXuhQmvZo1q/QpRNHOSHWtvwBCakHuGClkJMAAAAASUVORK5CYII=). If we cannot distinguish our data from data drawn from the uniform distribution, our work is done; we basically say there is no “common” ranking scheme and go about our day.

There are many tests for checking for the uniform distribution, and they are often based on the statistics we’ve already seen, such as the mean rank vector, the marginals matrix, and the pairs matrix. If ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAICAMAAAD+zz7+AAAAA3NCSVQICAjb4U/gAAAALVBMVEV2dna6urr////u7u6YmJiqqqrc3NxUVFTMzMwZGRkAAABmZmaIiIgyMjJEREQxn5GMAAAATElEQVQImSWLQQLAIAjDShTRqfv/c4fuRNoUUdXMVXGPgnpbu8GokJ2MKShPgVgkjg72ckEpknQWI+8vtkGdmK7gLMJLxpmvLTLacj5q3gG/fWuCqQAAAABJRU5ErkJggg==)is small enough relative to the sample size, we could even just base a test off of how frequently each particular ranking was seen. A test based off the latter could detect any form of non-uniformity in the data, while tests based off the marginals or pairs matrices or the mean vector cannot detect all forms of non-uniformity; that said, they often require much less data to be performed.

As mentioned, I like working with the pairs matrix/Kendall distance. The statistical test, though, involves a vector ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==), which is the aforementioned upper triangle of the pairs matrix (excluding the diagonal entries which are always zero). (More specifically, ![\hat{\kappa})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAARCAMAAADaFm2tAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+IiIiYmJju7u66urqqqqpSUlJ2dnbMzMwUFBRmZmbc3NwyMjJ49pnPAAAAZ0lEQVQImVVOCRIAIQhSM7v2/+9dtGOKmVQCI6KDtAcuUcdkopW99+MKozI9+MKLy9wUk1UvOQnVLVBTXeaMhNFYZNJqcOD9HsGkGA2SGGU3Y7eNWHLKssKK+Ecs0Q17GOvNUnlFnB+9eQFvue27mgAAAABJRU5ErkJggg==)is a vector containing the upper-diagonal entries of the pairs matrix laid out in [row-major form](https://en.wikipedia.org/wiki/Row-_and_column-major_order).)

The test decides between

![H_0: \text{Data was drawn from uniform distribution}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVEAAAAPCAMAAABqWwxDAAAAA3NCSVQICAjb4U/gAAAALVBMVEX////MzMy6urqYmJgiIiIyMjIICAiqqqqIiIhUVFR2dnbc3NxERETu7u5mZmYML9AQAAADiklEQVRYhe1Y2Zr0Kgh0xyXm/R/3gCiaxJ750+d2uOhvEigpSlwySimlz5CsqjH4WNXTSg4uxpztxvfWzmDehJvzhK9z/TP4N1LGH29z69CUDJ8IHGdLnNZ3X+rrXykaqnkV3y2nd2AilZfqltraa/APiJ15dhYd/ZZQPvhZUXWsKn4c7Gd7pah23yUx8A5MpMzSTktt7bV5KprEuTVWzIaf/ZcA+0zyT/ZO0S+TvAXfSD1qeyr6W/m83NOt7axMcle0Bo27LZwac6QQoxpPbOCcsc6X6p0eDmsgSmdHC4DkjU8m54FdUcZ7DTGPeNzfI/RoFQEi1YYR9lQW0sirD+SZg1WCbm8aeMJokA1YSDUM0+XaGMKvjQewcU3VQti5MhvcS8gRLdy2xhJviiqMyLgzuDqmbTz1KcANnMaEMhyAQ5YxLB1tlQ4BrEBnwS4oZRy6nZTbFi5HJ3SUY0TkdW8zFEU7kqAbrv0MGA+yAQspCu90uTaGtFEMnTM4FUsqr+4pVu7cjPXjNroqipcCdcAYcjyx1cBbshUHHEhFT2/fssKKXVB4RKp1wF7OcBCYIzK1wSWKRhO0KCowTvkET1JNUabLtXUI92irvsxUU9EbM+bOyx3oDXb3ZqOTVU++qr2dWws/dfOAs1P4HGTHgTey7oSpqLtgF5QwXhVty5EnMM+InaKXP+hHYJzyCYaLop1uV3RC+IWDnaJPZqq1HtqJnVtQus3dqytKza+TrWPIIk/dYio6Ro29Lg4dXZcUnCjKdEbIRO0Vpej4m6LHVlGBrav0oqiQ4qtBo8u1LZDeozBT9fLdjpncmmh2bOZ9Ya9oiu1wwiE5H8hTt4JzU5xVEkbjVz+cF0UnVlA/KNrXFnxU1G8VFdgnRculRzvdVttG0TJTccglxcKdO19RhRlVlQ+N+8kUj473FohKKfI0zOOMUE8OB53zdVwhziY1rBoxdqCWdrsr2uaZ7kMSMRWlvbCGeG9WOTYItshzBQup1m9Mt9V2UXScTJKKQy4pZPAaHYXYFLJmRUdB0Le7/hV6tprxDmJKAvrDLk/dIs5KLDPM4tVkftniVQjvGMYcgWImVlAaLyUKP4b7gJo49Wg8lGkB9YjDkG8MHPH+khwIuv3RwAPGg+zBTKr5Bl2qbYEobfj2JKk4hJ1XZv526SfYZtX/2ddWcIX+n++UP3sYdvf3/+z5M7L/AOJIIaKScrYCAAAAAElFTkSuQmCC)

![H_A: H_0 \text{ is false}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG0AAAAPCAMAAADZGrE1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////MzMwICAiYmJiIiIiqqqoiIiJubm5UVFTu7u7c3NxERES6uroyMjJnUX64AAABbUlEQVQ4jaVU2bbDIAhUFnHL///uhZiobY3tOZeHNMiUwYHgnHNeIKJLBAcl92Q/gdSqCN9/KWGZCc4EwKvgHiTxDQap1s68ZKPzNEPesa1B9a1CH56cbkXsibAj+w3k/PGVrakT30XR3OELqLUGKxM2X4BYu8vib7YrSExNhgxCaoAfbJnG6xpkCVnPMk7XEVU7pJdgVKrixw3Svm0PoDNhscwTmw6vKzwHszUAZajDd0eyrNgmEDP2sTuzF/0sZl+r8gfOQYRaqxQLNXXa+/zyYgNk1XRIy+4p0OT7iCniHKQ+PNdQ3+XV5SRNIBMk3pczsNWRjuEnUFkL5ilYT+GS6xJCUz5VN4Z8TMkEEj0c+0IT2silOHxv2AN5Dlobne2iAFZwBGkjY+ugc1zXfAGdbPcIRj1HZL7WmW8IqTVHNqcHRX8/FPN6GPxCymFIk5L/M6s5bvelyyrasUX8aLmQPeJ2y9sXsK/n0f4Aq5AJg1mMuTkAAAAASUVORK5CYII=)

The test statistic is

![12n(\|\hat{\kappa} - \frac{1}{2} 1_{\bar{m}}\|^2 - \|\bar{y} - \frac{m + 1}{2} 1_m\|^2 / (m + 1))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASwAAAAUCAMAAAAA/fAzAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqru7u5UVFQHBweIiIgvLy+YmJi6urrc3Nx2dnbMzMxEREQYiaZJAAADXElEQVRYhdVYi27kIAwEkxDz2P//3QPMM8GEVqs73ajrrlLHgwcDpkJ8CUrrNxdAab5F9895Z0MRwqafV4DjB00hPAh1rl1+BPwNrxp+bUFtvuHC5xBCkqd2K1/kB00hjBTi8kuXH0H/hpdIlok8eGyzCj/0TEt5c0MrujTQ+FXF50GXcM9BR7CVtSWW1QigAWicN7EmxBPe9CruFXGJKKv1qK/4PYotRzorB0a1rkUadAk3H7QE7u3igjqCcTImDPBUghhGsWbET16AmtccnYw1otHNQnykPiGqPwfJnR0YX1BmGHixgNVqk0WD8HFRCeWcu8LHdsvwSfzkPaJxi8IadCwRr2ZJrNOTQWcNOGw+bc6D68kfK+9iGSM8N87iAoFZPSNkhBkNeoFOo7jvWaxYjVfJmlfJE+DoJ2kq1uGrbSRwKm/1ZWmN20/PKD6gUHD7cxjR8QFmzDmEPQO417OLt+FteO56GR/asV0nVuVlxep40Ze8Sp5hbqgyMqZi0Xwk20guFEZIJ+io9bJjDHHNXrOyWIYL5INL6EAqXzunhLsXvwz7Bzmvkmf489EHmooFrtpKQh1LPGXT3JJLYbSXxjYFcBQ8am1HrOfrxeUy9FlzTPEulm1JU57xwKhthYy4oqnHQY7oj2qrfkmLVFQHirtYGKec70/OsxR7CacQi7rblUXs7Fo9WfTEj6AVtLNTXonJlVVUMa0sI6vNj0zQU1kSO+xdKutZGKN+eAj+PLszLAY9QXbx4WXD7u8/Jb7zUkKUFxWVSVXQ7S/zZairxfTIa2utVknssMu2Qykzxq4izAkrVr2ApXBj+7gvVtzfj43+enbdexLfeD0VOuUV80w1fIDixMIslsZsw6lwunh7yuUs4wqWJhbscBoSA3I5lwtYDje2j/tiCYl4vVfv5Jo5I77xlu8pr5injTVmdM/XiZUjxjiqWQ7Uzuy1i/eLX20fN0N0LuyWxbP1g+6I72IVl8WxPm3uj86yOCaMC/RZDu3jvlihJnBxGeHYGOKR99bHzzFrmnMP/NI5pfDbYg0Xv6F93BZL6UX7vmBjiEfeJtHi2jWBcs2uADYV5tZ/NBYj2AiRXRD0XhVv5Tvydl/hJ/870539ElYXv+/j77J9G8uL33/OVvEHRPIXBeZsJgIAAAAASUVORK5CYII=)

If the null hypothesis is true, then the test statistic, for large ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=), a ![\chi^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASCAMAAABl5a5YAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqrMzMzu7u6WlpYQEBC6urpRUVF2dnYAAABmZmbc3NwiIiLxpVowAAAAZUlEQVQYlV2PWQ7AIAhEh9Wl3v+8rTZRkB94MGQAOEHaPSCYIBYb3oHByGEXd8pMi7WWmcThDn6+CjYHisfM2lJOSVrmtqTRjNKFQCmXfR2ZWZtEFsLQ2NDf+LBMY9lLvB6u+60X2c4BdPt2AHcAAAAASUVORK5CYII=)distribution with ![\bar{m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAKCAMAAACzB5/1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dna6urqIiIju7u6YmJgHBweqqqo7Ozvc3NzMzMxUVFRmZmYiIiKCkXMGAAAAUUlEQVQImW2MSxbAIAgDB3+o2Ptft9G6bBa8kCGAVPMWf6o2klvFPQrMkfuAVkEZiWVQmkic+jMV9msENMyu+UBP+rnUPIANwovWpcaIfZadF2ZXAX6D9JzuAAAAAElFTkSuQmCC)degrees of freedom. (For the Arkham Horror classes case, ![\bar{m} = 10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAALCAMAAAAHil6hAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqqYmJiIiIi6uroAAAAyMjJ2dnYWFhbc3Nzu7u5NTU3MzMwNJWtjAAAAnUlEQVQokY2RSQLEIAgEkcXd/393Gk1ymhg5RKKWJUh0FE36HFVErylRjw0zRNNksMnCmQfBEyoNn+iaXI2zEHNvH1D1/RSNRtVUcYYQgdxDNqHCZBQyCo2w9Lus8IT8g3yyDPz2KzkxiUuQZLeVr0Y8NS1JQiIBd91ej0ql1T2XzKRzs1eTrHfCIezvFFBJdZspvyHocMy+qsxw/ACXMANyonG1cAAAAABJRU5ErkJggg==).) Large test statistics are evidence against the null hypothesis, so ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values are the area underneath the ![\chi^2_{\bar{m}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAASCAMAAACDzGUcAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqoLCwvu7u66urqYmJjMzMxmZmZ2dnaIiIg+Pj5UVFTc3NwiIiKD3EA2AAAAiElEQVQYlW1QWw4EIQgrAr69/3W3uJO4WacfkpQWKsCBeDH8Iws0XawVYOWLJm4tUeSFlEN6HVHUYIY8H1aRQuKYiTjG2mm+g6bj/M0j95+AMZ4VTpzB60WaPSnLbC7SRMrXJ1jhM2MW9vtmG0fswU2QKdysa2RTvl2jIY2B8r5djbtQVBRWDR9BVQJDZ5yCuwAAAABJRU5ErkJggg==)curve to the right of the test statistic.

For our data set, the reported test statistic was 2309938376; not shockingly, the corresponding ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value is near zero. So the data was not drawn from the uniform distribution. Arkham Horror players do have class preferences.

But what are plausible preferences players could have? We can answer this using a confidence interval. Specifically, we want to know what *rankings* are plausible, and thus what we want is a confidence set of rankings.

Finding a formula for a confidence set of the central ranking is extremely hard to do, but it’s not as hard to form one for one of the statistics we can compute from the rankings, then use the possible values of that statistic to find corresponding plausible central rankings. For example, once could find a confidence set for the mean ranking vector, then translate those mean rankings into ranking vectors (this is what Marden did in his book).

As I said before, I like the pairs matrix/Kendall distance in the rank data context, so I want to form a confidence set for ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=), the population equivalent of ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==), the key entries of the pairs matrix. To do this, we cannot view the rank data the same way we did before; instead of seeing the ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAICAMAAAD+zz7+AAAAA3NCSVQICAjb4U/gAAAALVBMVEV2dna6urr////u7u6YmJiqqqrc3NxUVFTMzMwZGRkAAABmZmaIiIgyMjJEREQxn5GMAAAATElEQVQImSWLQQLAIAjDShTRqfv/c4fuRNoUUdXMVXGPgnpbu8GokJ2MKShPgVgkjg72ckEpknQWI+8vtkGdmK7gLMJLxpmvLTLacj5q3gG/fWuCqQAAAABJRU5ErkJggg==)-dimensional vector ![(2, 1, 4, 3, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAARCAMAAAB9y9tWAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqrc3NyYmJiIiIgAAAA5OTnMzMx2dna6urpUVFRmZmYSEhJaSwemAAABPklEQVQ4ja1TW7bCIAwkLwjQ7n+7l4ACwav+mKOt00ymQxJDaAHhN/HUyT/SC0L9xnYTuS73Mk4HO7ks57rOVSqXjO1Hl6DrYfLaSpTlEMS4gYscHe94c1cW02pJSO11GmkX8ILAu2BqhXIv7jSbHl+4tV2ivhdkiMFHrf8IVg00CzHu0/aChU5BTIuNjDwmyxJ0ziKxL3AoeEFg2djUesXdMGb7jMhyONgAh/ByZL7d+kI/n9YpiOz5u6CqF4Tciini8t+iT6BcpmlR2kN4N+UibU2jTIG+DxrLNEdPhyhtYzpFiEgg0PQ5FnthjRu0U+U0sUHpxqyzY22ixWoMSYq2+7NRWGMuE4JZhpk2ODpnfx95Oh9K+7Ff8Zd0qPMy2+UJJ/6SHuYQt0foGSf+nIbnxizfoMFT9BM8sW3yHzIQBoUDVTwUAAAAAElFTkSuQmCC), we need to see the equivalent ![\bar{m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAKCAMAAACzB5/1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dna6urqIiIju7u6YmJgHBweqqqo7Ozvc3NzMzMxUVFRmZmYiIiKCkXMGAAAAUUlEQVQImW2MSxbAIAgDB3+o2Ptft9G6bBa8kCGAVPMWf6o2klvFPQrMkfuAVkEZiWVQmkic+jMV9msENMyu+UBP+rnUPIANwovWpcaIfZadF2ZXAX6D9JzuAAAAAElFTkSuQmCC)-dimensional vector ![(0, 1, 1, 1, 1, 1, 1, 0, 1, 1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ0AAAARCAMAAADwil5HAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqoxMTGYmJjc3NyIiIju7u4AAAC6urpxcXHMzMwQEBBKSkphTcV6AAABCklEQVRIic1Wiw6DIAykliKg//+9o2VjQjJbY8Ikbu52R6+Wl86VFtwD2yep9NcsfjXyckO+ESIduYD7CVRoRW30kqJ5/qYij4caZqTF/YQKraitXpEfIXHpNh7l9RgSOoMRKvSp2uy1vD9exGuckZ3da8/O8yBH6bHBjOzsXmV25tR6LDgvO4sXJL7a80zMzuKV95rdM+ddWdhZNpeNF+6sNWv1AnJBfhLKMDvfCo7yf8MDVOhTtdGrCuvGTCBDjFs93jwta4KGB6jQitroVTIrmI4zwHnfFXnE1+h7wWrdukMu9oIRX6PvBatlg25jHHrAKVToW8HC+yiGb0VD7jsM+Bp9Lxi/A7wAOwQIgYoqlJ8AAAAASUVORK5CYII=)that consists only of ones and zeros and records the pair-wise relationships among the ranks, rather than the ranks themselves (the latter vector literally says that item one is not ranked higher than item two, item one is ranked higher than item three, same for four, same for five, then that item two is ranked higher than item three, same for four, same for five, and so on, finally saying in its last entry that item four is ranked higher than item five).

We first compute ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==)by taking the means of these vectors. Then we compute the sample [covariance matrix](https://en.wikipedia.org/wiki/Covariance_matrix) of the vectors; call it ![\hat{\Sigma}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAQCAMAAAD3Y3VMAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWIiIj///92dnYFBQWYmJhXV1fc3NwiIiJERETu7u4yMjK6urrMzMyqqqqwMxaJAAAAVUlEQVQImU2OBw7AMAgDzQiZ/f93GzJoLWROyCBALvByN+0Dl+uqzUcgyZhKTQBSGWuqPDMt74izyV5SbyxGcT+Xj/uPuQarxW5/4qadN3hyS64igheOMgGVFo3BnQAAAABJRU5ErkJggg==). Then a ![100(1 - \alpha)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAARCAMAAABNR8p3AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+qqqowMDCYmJiIiIgAAAC6urpUVFTc3Nx2dnbu7u7MzMxmZmYQEBBERERPRHV4AAAA9ElEQVQ4jZ1UixLEEAwM8ab+/3OPoFyvaG9nOqvd2CQyCrCAW4mvIu1jJxCGDDGWN0QxMqAZ1B1CejwKTg5pvwqdwYzqForSMwo+cruyM1iquap78DPY5N0gVeOqbazSYWBdat+CFVkcrDGYuLeKhizIjQ54sOLYGHzYWtk8Yhucojh7qQobF+nLiukGXz7IfJqoS4tew+ysfq2u8Ac1xqmoMvU6wZxCdqYsSyvFi1WNE+eLSHWy0NnVEJxauVyVs7HcmrTPCC4ty2tWempMEzzV27JSqIdAtwL04hoKNdduoP8W3yVms8Zu4DZ/EWYeW+XxfQALJQWzQlV2kAAAAABJRU5ErkJggg==)% confidence set for the true ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=), appropriate for large sample sizes, is:

![\{\kappa: n(\hat{\kappa} - \kappa)^{T} \hat{\Sigma}^{-1} (\hat{\kappa} - \kappa) \leq \chi^2_{\bar{m}, 1 - \alpha}\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQEAAAAXCAMAAAA8ygr9AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJhUVFSqqqqIiIh2dnYTExPu7u66urrc3NzMzMxmZmZEREQyMjI9okHOAAAC8klEQVRYhd1YiZKkIAwlhBv8/99dwqFyWKLdO7s1r6bG7ia+hPASUMZ+DEL+nK//EmCc+Ncx/DR0AFAAweZv6a8ZF38rJQjePLrBrprre5OTIWpmVbrMgVKczb8XgEOm1b2V2z9yadf850JeqWdBjNED+nRhSokIv6lm1UG84r2FiV6Vu7PSsJWE4rbCGgHJ/Vo9+3KBcmsJCJpZlgy84G2gZ8q410DMfGEDvmAcYbP9WM8zmDwbVddsKxFNMvCGtwmLT4Th8Z5rn/lqBlZrJSMJ66hGW/QPpHYCfc0ZeMF7wHE/ux1XEtBngMJBVXoi1NBBWoMSDt+N2ci5j3KSPR7JlWqMNGfgBW+F4fKkG5DJnTbMGOYW8lozIPI1oAZW6W0Rm7Nis7mobBjNBhyjKeYQjimp0BsbHvAVb51AgMZIM0VLD1FwEVdUJ0AJqfAoM1kAw7wsYnb+2mzHMYp9ZzdDBjJe8+LY7mX0saT/4lqRggzPSY2FCjCxIjcYdteNGfKKEstp1PXdRV70uQnvQDzn1ZJ3WXNqSf07TKDJ45Y3o7gUftyR0/Jz2CO9MCs4jZpu38pbHhuT/BGvCO2SK5wo6frsWdpI3hVplrEz9BpK2lXa6ZL8C7PKeIxi69WUO8ZJfsYb9Xn+gVeFaIBdU8fZs59c2VhyR6RWHZejhFA7IZOSNEhLp7fRrMdpVDSrXfnkRGWf8KZ5nLYHOW2AcJGB2glzBlIcEuo5sTJ5YveGJBxGsx6nUd6YbKmog1KTWD7h7eAg9TYrAFEg1oJpM2BFHMiV//BEJB49bi2SfpVXI1MkEUO1G3NRT09tBjYqpaSkPQMX29Qj5z2eTOsl77ATsTjRfCgSmDbZJgP1KEqPJiY0GnArh4fkcn2r1U/eB32Ll6okbvHxf9CUBKR0UVU0GqAGWc4mvP6OfnYQmIW6vNc+e/XxHd78vC/pmShO0GtmpKGzVDl7VmiPaHj8wUza8q/Es5dFvxCPzoi/Erc95g9tPxFWhnjs6gAAAABJRU5ErkJggg==)

where ![\chi^2_{k, 1 - \alpha}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAWCAMAAABuZ5WBAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqYmJiIiIh2dna6urru7u7MzMzc3NwLCws6OjpUVFRmZmYiIiJKs8C4AAAAxUlEQVQokZWS2xKDIAxEN4GE+///bhMcre1opfsgM3DcBDbAW8RdsKZE0LLISgdGWoRNq76mTssoPaEcmy8qEEHKP1lFcTtGLqan0rFa+cU2U3mqfVKh1byANm+HXHd3DeGOjWNbx75B8Y5NXHTzPbb4hlXC4AlEG7UrNgfqmP3Z9hZHJ9J2xfqbBndh9VdT+452TNlkQ3QFrwfxe6d5Hm1qtKLm7EF++TI7+9G3mAPbn8Mmo9VTkGrNSbtOdj2YP/L+MUYvwosDlN/bJNIAAAAASUVORK5CYII=)is the ![(1 - \alpha)^{th}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD0AAAASCAMAAADfRiY4AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9UVFSYmJiqqqoyMjLc3Nzu7u7MzMyIiIh2dna6uroXFxdmZmZEREQB04eUAAAA5ElEQVQ4jZ2TCRKDMAhFWQwhi/e/bgG1rdqo0z8TR8DnD1kA/pAApCl9RY8x12Sjbbny2FTDMKN5z2uKPCU0j6GPesC9AiEX51JkSKcndFV7oGGdgcjnvbTPj+h3yzYwr/EdrRRGEEhCqGJ9Nsnv9q/oOQXmPyCbeiep9o42cr+li29K6VL9s/0GbeGHZtyUl0TzlSGMuftuXdJH5TgY1Nwaat/X8I6uUaGlzrqryUrRkBb3ljLHOVXaF2PNk06t8MhcmbOttLePhzuhdWT6S3ibuNDZikczPkt+XEdO59zA+hC/AJG8BCa+wbmQAAAAAElFTkSuQmCC)percentile of the ![\chi^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASCAMAAABl5a5YAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqrMzMzu7u6WlpYQEBC6urpRUVF2dnYAAABmZmbc3NwiIiLxpVowAAAAZUlEQVQYlV2PWQ7AIAhEh9Wl3v+8rTZRkB94MGQAOEHaPSCYIBYb3oHByGEXd8pMi7WWmcThDn6+CjYHisfM2lJOSVrmtqTRjNKFQCmXfR2ZWZtEFsLQ2NDf+LBMY9lLvB6u+60X2c4BdPt2AHcAAAAASUVORK5CYII=)distribution with ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWYmJjc3Ny6urr///8NDQ1UVFQ/Pz92dnZmZmaqqqoiIiLu7u6B9BbbAAAARUlEQVQImTXKCQqAQAxD0aRpO4v3v69Rx0LhwQ+k1VM++Bu/kkdMHaFEjMsqMLywMuKrzD7ybI5XBUUrrE1FPU3bZSzqBlQKAWxeO+HFAAAAAElFTkSuQmCC)degrees of freedom.

The region I’ve just described is a ![\bar{m}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAKCAMAAACzB5/1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dna6urqIiIju7u6YmJgHBweqqqo7Ozvc3NzMzMxUVFRmZmYiIiKCkXMGAAAAUUlEQVQImW2MSxbAIAgDB3+o2Ptft9G6bBa8kCGAVPMWf6o2klvFPQrMkfuAVkEZiWVQmkic+jMV9msENMyu+UBP+rnUPIANwovWpcaIfZadF2ZXAX6D9JzuAAAAAElFTkSuQmCC)-dimensional [ellipsoid](https://en.wikipedia.org/wiki/Ellipsoid#In_higher_dimensions), a football-like shape that lives in a space with (probably) more than three dimensions. It sounds daunting, but one can still figure out what rankings are plausible once this region is computed. The trick is to work with each of the coordinates of the vector ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)and determine whether there is a ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)in the ellipsoid where that coordinate is 1/2. If the answer is no, then the value of that coordinate, for all ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)in the ellipsoid, is either always above or always below 1/2. You can then look to ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==)(which is in the dead center of the ellipsoid) to determine which is the case.

What’s the significance of this? Let’s say that you listed all possible rankings in a table. Let’s suppose you did this procedure for the coordinate of ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)corresponding to the Seeker/Rogue pair. If you determine that this coordinate is not 1/2 and that all ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)in the ellipsoid ranks Seekers above Rogues, then you would take your list of rankings and remove all rankings that Rogues before Seekers, since these rankings are not in the confidence set.

If you do find a $\latex \kappa$ in the ellipsoid where the selected coordinate is 1/2, then you would not eliminate any rows in your list of rankings since you know that your confidence set must include some rankings that rank the two items one way and some rankings where the items are ranked the opposite way.

Repeat this procedure with every coordinate of ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)—that is, every possible pairing of choices—and you then have a confidence set for central rankings.

Determining whether there is a ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)vector in the ellipsoid with a select coordinate valued at 1/2 can be done via optimization. That is, find a $\latex \kappa$ that minimizes ![n(\hat{\kappa} - \kappa)^{T} \hat{ \Sigma}^{-1} (\hat{\kappa} - \kappa)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJQAAAAUCAMAAABcUuQ+AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJiIiIhUVFSqqqp2dnYTExPu7u7c3Ny6urrMzMxmZmZEREQyMjI7NYpWAAABiElEQVRIicVWi67DIAgVRXzU/v/vXkXb6apbdU3uyRLTAocDwjYhnoPUD5I9BHBe/reGBBMACCBYfuBPY5bPqDTfXSpHNMISH12glo37ooA8FXeGQ6bu+Jh444NIRmw7Nb2B42mStwHwm3vDsZUDciT5fDZ5D1ELvCdsfnEdjh5cTkClsp3y2RO1wntCX1r3CTsnKlribGUySLeUIF+i5nlBW4cazjTMhOQGIS+rSheG6jBouqYuoqZ5vZV7ZEsF28DmgAaEH9XxsjJNCGcWCu++TgVc4nVi0+UWfL56cqNqWiu+7ZK7iCpY4U17g+HMEocD4HBFdaCUWFm9Eg30aIoXeLlJCs5giHVtwy+Uyura5c1rL+ASssLLXSfjTSk96QMlsB9cWbHZXVcCOmkXeLVOzUsVGt6StESxtkFwZZV1U2xRqDuiFni3dKubS83nSWUGDYMBqayqdtl5QAJR7zv7B96o8dN6XKC+uzzCez/PXKafeHFw4x2Ymb+Zv/Hi7V+pub9vc7x/hHoKD4QxAO4AAAAASUVORK5CYII=)subject to the constraint that ![\kappa_j = 1/2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD0AAAATCAMAAAAUGvWdAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqqYmJju7u4yMjJNTU3c3NyIiIh2dnbMzMwAAAC6uroVFRU8DFITAAAA10lEQVQ4jZ2TiRKFIAhFUVBw+//ffZgtU41L785YKR5AJIDvoj+YS+YzTugvWoeIMctwRHHHt7UAoTrxA+Ahe9IKkdfkY2Kdoait5FWaNGMqUR8pVl+WEOJybDy22lSrV/IrrjmFL/o8ras2LoL4xPuxOewLQbZM9BymLWU7pwPv8xbR60sv8wYOMt8Tr4FIHRUdNihNOLp/bHRs7qIws2jVttWABAi+24IsLoWaXutSKqnqvqcMYh9n6lp43nq2X1eUKT3wb6YNB6FnyOB6pgV5mf0ob/0ArzMDvIgOos0AAAAASUVORK5CYII=). You don’t even need fancy minimization algorithms for doing this; the minimum can, in principle, be computed analytically with multivariate calculus. After you found a minimizing ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=), determine what the value of ![n(\hat{\kappa} - \kappa)^{T} \hat{\Sigma}^{-1} (\hat{\kappa} - \kappa)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJQAAAAUCAMAAABcUuQ+AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJiIiIhUVFSqqqp2dnYTExPu7u7c3Ny6urrMzMxmZmZEREQyMjI7NYpWAAABiElEQVRIicVWi67DIAgVRXzU/v/vXkXb6apbdU3uyRLTAocDwjYhnoPUD5I9BHBe/reGBBMACCBYfuBPY5bPqDTfXSpHNMISH12glo37ooA8FXeGQ6bu+Jh444NIRmw7Nb2B42mStwHwm3vDsZUDciT5fDZ5D1ELvCdsfnEdjh5cTkClsp3y2RO1wntCX1r3CTsnKlribGUySLeUIF+i5nlBW4cazjTMhOQGIS+rSheG6jBouqYuoqZ5vZV7ZEsF28DmgAaEH9XxsjJNCGcWCu++TgVc4nVi0+UWfL56cqNqWiu+7ZK7iCpY4U17g+HMEocD4HBFdaCUWFm9Eg30aIoXeLlJCs5giHVtwy+Uyura5c1rL+ASssLLXSfjTSk96QMlsB9cWbHZXVcCOmkXeLVOzUsVGt6StESxtkFwZZV1U2xRqDuiFni3dKubS83nSWUGDYMBqayqdtl5QAJR7zv7B96o8dN6XKC+uzzCez/PXKafeHFw4x2Ymb+Zv/Hi7V+pub9vc7x/hHoKD4QxAO4AAAAASUVORK5CYII=)is at that ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=). If it is less than ![\chi^2_{\bar{m}, 1 - \alpha}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAVCAMAAADhGEdVAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqYmJiIiIi6urru7u52dnYLCwvMzMw+Pj5mZmbc3NxUVFQiIiJeZ8YuAAAAzElEQVQokZWT2xLDIAhEQcB7/v93u6TpNO1oq/sQJ+SIhEWitzhUpXVlJksbvFaiI29sgHbyQ5W3cF7BQ+y+mJIq5faXN0qeNlBL0EoZsaCUFfBSTit13JR44KuJzPjeLyRAryDHKR+PUTTM+BySYWkSmIW5Dvkm+HD+pTEdXoUq+oSdZch7D+UsFuGnZcKUK33yEl0CV5GweP5g3lHDs5hvYVE38Su/98HPp3xOcPRJw2s10gj+wHT0cjPRKrP2uas7F81P3fL7xzg9AK3rA4lwX7YkAAAAAElFTkSuQmCC), then you found a ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)in the ellipsoid; otherwise, you know there is no such ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=).

This was the procedure I used on the Arkham Horror class ranking data. The 95% confidence interval so computed determined that Seekers were ranked higher than Rogues and Survivors. That means that Seekers cannot have a ranking worse than 3 and Rogues and Survivors could not have rankings better than 2. Any ranking consistent with these constraints, though, is a plausible population central ranking. In fact, this procedure suggested that all the rankings below are plausible central population rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 2 4 3 5

2 1 2 5 3 4

3 1 3 4 2 5

4 1 3 5 2 4

5 1 4 3 2 5

6 1 4 5 2 3

7 1 5 3 2 4

8 1 5 4 2 3

9 2 1 4 3 5

10 2 1 5 3 4

11 2 3 4 1 5

12 2 3 5 1 4

13 2 4 3 1 5

14 2 4 5 1 3

15 2 5 3 1 4

16 2 5 4 1 3

17 3 1 4 2 5

18 3 1 5 2 4

19 3 2 4 1 5

20 3 2 5 1 4

21 3 4 2 1 5

22 3 4 5 1 2

23 3 5 2 1 4

24 3 5 4 1 2

25 4 1 3 2 5

26 4 1 5 2 3

27 4 2 3 1 5

28 4 2 5 1 3

29 4 3 2 1 5

30 4 3 5 1 2

31 4 5 2 1 3

32 4 5 3 1 2

33 5 1 3 2 4

34 5 1 4 2 3

35 5 2 3 1 4

36 5 2 4 1 3

37 5 3 2 1 4

38 5 3 4 1 2

39 5 4 2 1 3

40 5 4 3 1 2

The confidence interval, by design, is much less bold than just an estimate of the most central ranking. Our interval suggests that there’s a lot we don’t know about what the central ranking is; we only know that whatever it is, it ranks Seekers above Rogues and Survivors.

The confidence set here is at least conservative in that it could perhaps contain too many candidate central rankings. I don’t know for sure whether we could improve on the set and eliminate more ranks from the plausible set by querying more from the confidence set for ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=). Perhaps there are certain combinations that cannot exist, like excluding rankings that give both Seekers and Guardians a high ranking at the same time. If I were a betting man, though, I’d bet that the confidence set found with this procedure could be improved, in that not every vector in the resulting set corresponds with a ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)in the original ellipsoidal confidence set. Improving this set, though, would take a lot of work as one would have to consider multiple coordinates of potential ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJiqqqr///+6uroQEBB2dnaIiIgqKipmZmbc3NxUVFTu7u7MzMxERESmrB9+AAAAO0lEQVQImR3LWRLAQAgCUWx11uT+142Gr1cUCDTAwgWvXfFQCncqYs8h/dKCla1ThQ4mYtc1W7PnqfsBJacA8XK4hJgAAAAASUVORK5CYII=)simultaneously, then find a rule for eliminating ranking vectors based on the results.

**Clustering**

[Matt Newman, the lead designer of Arkham Horror: The Card Game, does not believe all players are the same](https://www.fantasyflightgames.com/en/news/2018/7/13/arkhamtypes/). Specifically, he believes that there are player types that determine how they like to play. In statistics we might say that Matt Newman believes that there are clusters of players within any sufficiently large and well-selected sample of players. This suggests we may want to perform cluster analysis to find these sub-populations.

If you haven’t heard the term before, clustering is the practice of finding “similar” data points, grouping them together, and identifying them as belonging to some sub-population for which no label was directly observed. It’s not unreasonable to believe that these sub-populations exist and so I sought to do clustering myself.

There are many ways to cluster. Prof. Malden said that a clustering of rank data into ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAMAAACDd7esAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEUICAj////c3NyIiIju7u7MzMxUVFRmZmYiIiKYmJiqqqo7Ozt2dnaRq3TNAAAASElEQVQImUXMSw4AIQgD0BYQ/Mz9zzuCia54TRtAsgVcjQQzwPKUtfN6xTPmtZx5eZx52b0oaYxiQ2ZJf7mZ9Wtsm3aoxtrlD00CAS7MakUnAAAAAElFTkSuQmCC)clusters should minimize the sum of the distances of each observation from their assigned cluster’s centers. However, he did not suggest a good algorithm for finding these clusters. He did suggest that for small samples, small ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAICAMAAAD+zz7+AAAAA3NCSVQICAjb4U/gAAAALVBMVEV2dna6urr////u7u6YmJiqqqrc3NxUVFTMzMwZGRkAAABmZmaIiIgyMjJEREQxn5GMAAAATElEQVQImSWLQQLAIAjDShTRqfv/c4fuRNoUUdXMVXGPgnpbu8GokJ2MKShPgVgkjg72ckEpknQWI+8vtkGdmK7gLMJLxpmvLTLacj5q3gG/fWuCqQAAAABJRU5ErkJggg==)and for a small number of clusters, we could exhaustively search for optimal clusters, an impractical idea.

I initially attempted a [k-means](https://en.wikipedia.org/wiki/K-means_clustering)-type algorithm for finding good clusters, one that used the Kendall distance rather than the Euclidean distance, but unfortunately I could not get the algorithm to give good results. I don’t know whether I have errors in my code (listed below) or whether the algorithm just doesn’t work for Kendall distances, but it didn’t work; in fact, it would take a good clustering and make it worse! I eventually abandoned my home-brewed k-centers algorithm (and the hours of work that went into it) and just used [spectral clustering](https://en.wikipedia.org/wiki/Spectral_clustering).

Spectral clustering isn’t easily described, but the idea of spectral clustering is to find groups of data that a random walker, walking from point to point along a weighted graph, would spend a long time in before moving to another group. (That’s the best simplification I can make; the rest is linear algebra.) In order to do spectral clustering, one must have a notion of “similarity” of data points. “[Similarity](https://en.wikipedia.org/wiki/Similarity_measure)” roughly means the opposite of “distance”; in fact, if you have a distance metric (and we do here), you can find a similarity measure by subtracting all distances from the maximum distance between any two objects. Similarity measures are not as strictly defined as distance metrics; any function that gives two “similar” items a high score and two “dissimilar” items a low score could be considered a similarity function.

Spectral clustering takes a matrix of similarity measures, computed for each pair of observations, and spits out cluster assignments. But in addition to the similarity measure, we need to decide how many clusters to find.

I find determining the “best” number of clusters to find the hardest part of clustering. We could have only one cluster, containing all our data; this is what we start with. We could also assign each data point to its own cluster; our aforementioned measure of cluster quality would then be zero, which would be great if it weren’t for the fact that our clusters mean nothing!

One approach people use for determining how many clusters to pick is the so-called [elbow method](https://en.wikipedia.org/wiki/Elbow_method_(clustering)). You take a plot of, say, Malden’s metric, compared against the number of clusters, and see if you can spot the “elbow” in the plot. The elbow corresponds to the “best” number of clusters.

Here’s the corresponding plot for the dataset here:
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If you’re unsure where the “elbow” of the plot is, that’s okay; I’m not sure either. My best guess is that it’s at five clusters; hence my choice of five clusters.

Another plot that people use is the [silhouette plot](https://en.wikipedia.org/wiki/Silhouette_(clustering)), explained quite well by the [scikit-learn documentation](https://scikit-learn.org/stable/auto_examples/cluster/plot_kmeans_silhouette_analysis.html). The silhouette plot for the clustering found by spectral clustering is shown below:
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Is this a good silhouette plot? I’m not sure. It’s not the worst silhouette plot I saw for this data set but it’s not as good as examples shown in the **scikit-learn** documentation. There are observations that appear to be in the wrong cluster according to the silhouette analysis. So… inconclusive?

I also computed the [Dunn index](https://en.wikipedia.org/wiki/Dunn_index) of the clusters. I never got a value greater than 0.125. All together, these methods lead me to suspect that there are no meaningful clusters in this data set, at least none that can be found with this approach.

But people like cluster analysis, so if you’re one of those folks, I have results for you.

CLUSTERING

----------

Counts: Cluster

1 2 3 4 5

130 83 80 66 62

Centers:

Guardian Mystic Rogue Seeker Survivor

1 3 2 4 1 5

2 3 5 4 1 2

3 3 4 1 2 5

4 1 5 3 4 2

5 5 1 4 3 2

Score: 881

CLUSTER CONFIDENCE INTERVALS

----------------------------

Cluster 1:

With 95% confidence:

Guardian is better than Rogue

Guardian is better than Survivor

Mystic is better than Rogue

Mystic is better than Survivor

Seeker is better than Rogue

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 2 4 3 5

2 1 2 5 3 4

3 1 3 4 2 5

4 1 3 5 2 4

5 2 1 4 3 5

6 2 1 5 3 4

7 2 3 4 1 5

8 2 3 5 1 4

9 3 1 4 2 5

10 3 1 5 2 4

11 3 2 4 1 5

12 3 2 5 1 4

Cluster 2:

With 95% confidence:

Guardian is better than Mystic

Guardian is better than Rogue

Seeker is better than Guardian

Seeker is better than Mystic

Survivor is better than Mystic

Seeker is better than Rogue

Survivor is better than Rogue

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 2 4 5 1 3

2 2 5 4 1 3

3 3 4 5 1 2

4 3 5 4 1 2

Cluster 3:

With 95% confidence:

Rogue is better than Guardian

Rogue is better than Mystic

Rogue is better than Seeker

Rogue is better than Survivor

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 2 3 1 4 5

2 2 4 1 3 5

3 2 5 1 3 4

4 3 2 1 4 5

5 3 4 1 2 5

6 3 5 1 2 4

7 4 2 1 3 5

8 4 3 1 2 5

9 4 5 1 2 3

10 5 2 1 3 4

11 5 3 1 2 4

12 5 4 1 2 3

Cluster 4:

With 95% confidence:

Guardian is better than Mystic

Guardian is better than Seeker

Rogue is better than Mystic

Survivor is better than Mystic

Survivor is better than Seeker

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 4 2 5 3

2 1 4 3 5 2

3 1 5 2 4 3

4 1 5 3 4 2

5 1 5 4 3 2

6 2 4 1 5 3

7 2 4 3 5 1

8 2 5 1 4 3

9 2 5 3 4 1

10 2 5 4 3 1

11 3 4 1 5 2

12 3 4 2 5 1

13 3 5 1 4 2

14 3 5 2 4 1

Cluster 5:

With 95% confidence:

Mystic is better than Guardian

Survivor is better than Guardian

Mystic is better than Rogue

Mystic is better than Seeker

Survivor is better than Rogue

Survivor is better than Seeker

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 3 1 4 5 2

2 3 1 5 4 2

3 3 2 4 5 1

4 3 2 5 4 1

5 4 1 3 5 2

6 4 1 5 3 2

7 4 2 3 5 1

8 4 2 5 3 1

9 5 1 3 4 2

10 5 1 4 3 2

11 5 2 3 4 1

12 5 2 4 3 1

When computing confidence sets for clusters I ran into an interesting problem: what if, say, you never see Seekers ranked below Guardians? This will cause one of the entries of ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==)to be either 0 or 1, and there is no “variance” in its value; it’s always the same. This will cause the covariance matrix to be non-invertible since it has rows/columns that are zero. The solution to this is to eliminate those rows and work only with the non-constant entries of ![\hat{\kappa}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWYmJj///+qqqqIiIi6urru7u52dnYQEBBPT0/MzMwqKipmZmbc3NwrtUAoAAAARklEQVQImSWMCw4AIAhCwcy+9z9vkkzdm4hgqkUOqH21ov5LVEpCWjY8aVoHl3bDvdy7G/4H4pAnRFOhSQPHzWiIts4D/QE5YgEUqlnWaQAAAABJRU5ErkJggg==). That said, I still treat the entries removed as if they were “statisticall significant” results and remove rankings from our confidence set that are inconsistent with what we saw in the data. In short, if Seekers are never ranked below Guardians, remove all rankings in the confidence set that rank Seekers below Guardians.

One usually isn’t satisfied with just a clustering; it would be nice to determine what a clustering signifies about those who are in the cluster. For instance, what type of player gets assigned to Cluster 1? I feel that inspecting the data in a more thoughtful and manual way can give a sense to what characteristic individuals assigned to a cluster share. For instance, I read the comments submitted by poll participants to hypothesize what types of players were being assigned to particular clusters. You can read these comments at the bottom of this article, after the code section.

**Code**

All source code used to do the rank analysis done here is listed below, in a .R file intended to be run as an executable from a command line. (I created and ran it on a Linux system.)

Several packages had useful functions specific for this type of analysis, such as **pmr** (meant for modelling rand data) and **rankdist** (which had a lot of tools for working with the Kendall distance). The confidence interval, central ranking estimator, and hypothesis testing tools, though, I wrote myself, and they may not exist elsewhere.

I at least feel that the script itself is well-documented and I no longer need to explain it. But I will warn others that it was tailored to my problem, and the methods employed may not work well with larger sample sizes or when more items need to be ranked.

**Conclusion**

This is only the tip of the iceberg for rank data analysis. We have not even touched on modelling for rank data, which can provide even richer inference. If you’re interested, I’ll refer you again to Malden’s book.

I enjoyed this analysis so much I [asked a Reddit question](https://www.reddit.com/r/statistics/comments/ap89he/is_it_possible_for_a_poor_curious_college_student/) about where else I could conduct surveys (while at the same time still being statistically sound) because I’d love to do it again. I feel like there’s much to learn from rank data; it has great potential. Hopefully this article sparked your interest too.

**R Script for Analysis**

#!/usr/bin/Rscript

################################################################################

# ArkhamHorrorClassPreferenceAnalysis.R

################################################################################

# 2019-02-10

# Curtis Miller

################################################################################

# Analyze Arkham Horror LCG class preference survey data.

################################################################################

# optparse: A package for handling command line arguments

if (!suppressPackageStartupMessages(require("optparse"))) {

install.packages("optparse")

require("optparse")

}

################################################################################

# CONSTANTS

################################################################################

CLASS\_COUNT <- 5

CLASSES <- c("Guardian", "Mystic", "Rogue", "Seeker", "Survivor")

CLASS\_COLORS <- c("Guardian" = "#00628C",

"Mystic" = "#44397D",

"Rogue" = "#17623B",

"Seeker" = "#B87D37",

"Survivor" = "#AA242D")

################################################################################

# FUNCTIONS

################################################################################

`%s%` <- function(x, y) {paste(x, y)}

`%s0%` <- function(x, y) {paste0(x, y)}

#' Sum of Kendall Distances

#'

#' Given a ranking vector and a matrix of rankings, compute the sum of Kendall

#' distances.

#'

#' @param r The ranking vector

#' @param mat The matrix of rankings, with each row having its own ranking

#' @param weight Optional vector weighting each row of \code{mat} in the sum,

#' perhaps representing how many times that ranking is repeated

#' @return The (weighted) sum of the Kendall distances

#' @examples

#' mat <- rbind(1:3,

#' 3:1)

#' skd(c(2, 1, 3), mat)

skd <- function(r, mat, weight = 1) {

dr <- partial(DistancePair, r2 = r)

sum(apply(mat, 1, dr) \* weight)

}

#' Least Sum of Kendall Distances Estimator

#'

#' Estimates the "central" ranking by minimizing the sum of Kendall distances,

#' via exhaustive search.

#'

#' @param mat The matrix of rankings, with each row having its own ranking

#' @param weight Optional vector weighting each row of \code{mat} in the sum,

#' perhaps representing how many times that ranking is repeated

#' @return Ranking vector that minimizes the (weighted) sum of rankings

#' @examples

#' mat <- rbind(1:3,

#' 3:1)

#' lskd\_estimator(mat)

lskd\_estimator <- function(mat, weight = NULL) {

if (is.null(weight)) {

reduced <- rank\_vec\_count(mat)

mat <- reduced$mat

weight <- reduced$count

}

skdm <- partial(skd, mat = mat, weight = weight)

m <- max(mat)

permutation\_mat <- permutations(m, m)

sums <- apply(permutation\_mat, 1, skdm)

permutation\_mat[which.min(sums),]

}

#' Identify Ranking With Center

#'

#' Find the index of the center closest to a ranking vector.

#'

#' @param r The ranking vector

#' @param mat The matrix of rankings, with each row having its own ranking

#' @return Index of row that is closest to \code{r}

#' @examples

#' mat <- rbind(1:3,

#' 3:1)

#' close\_center(c(2, 1, 3), mat)

close\_center <- function(r, mat) {

dr <- partial(DistancePair, r2 = r)

which.min(apply(mat, 1, dr))

}

#' Simplify Rank Matrix To Unique Rows

#'

#' Given a matrix with rows representing rankings, this function reduced the

#' matrix to rows of only unique rankings and also counts how many times a

#' ranking appeared.

#'

#' @param mat The matrix of rankings, with each row having its own ranking

#' @return A list with entries \code{"mat"} and \code{"count"}, with

#' \code{"mat"} being a matrix now with unique rankings and

#' \code{"count"} being a vector of times each row in new matrix

#' appeared in the old matrix

#' @examples

#' mat <- rbind(1:3,

#' 3:1)

#' rank\_vec\_count(mat)

rank\_vec\_count <- function(mat) {

old\_col\_names <- colnames(mat)

old\_row\_names <- rownames(mat)

res\_df <- aggregate(list(numdup = rep(1, times = nrow(mat))),

as.data.frame(mat), length)

count <- res\_df$numdup

new\_mat <- res\_df[1:ncol(mat)]

colnames(new\_mat) <- old\_col\_names

rownames(new\_mat) <- old\_row\_names

list("mat" = as.matrix(new\_mat), "count" = count)

}

#' Find \eqn{k} Ranking Clusters

#'

#' Estimate \eqn{k} clusters of rankings.

#'

#' The algorithm to find the ranking clusters resembles the \eqn{k}-means++

#' algorithm except that the distance metric is the Kendall distance.

#'

#' @param mat The matrix of rankings, with each row having its own ranking

#' @param k The number of clusters to find

#' @param max\_iter The maximum number of iterations for algorithm

#' @param tol The numerical tolerance at which to end the algorithm if met

#' @return A list containing the central rankings of each cluster (in

#' \code{"centers"}) and a vector with integers representing cluster

#' assignments

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' rank\_cluster(mat, 2)

rank\_cluster <- function(mat, k, init\_type = c("spectral", "kmeans++"),

max\_iter = 100, tol = 1e-4) {

simplified\_mat <- rank\_vec\_count(mat)

mat <- simplified\_mat$mat

count <- simplified\_mat$count

init\_type <- init\_type[1]

if (init\_type == "kmeans++") {

centers <- rank\_cluster\_center\_init(mat, k)

} else if (init\_type == "spectral") {

centers <- rank\_cluster\_spectral(mat, k)$centers

} else {

stop("Don't know init\_type" %s% init\_type)

}

old\_centers <- centers

cc\_centers <- partial(close\_center, mat = centers)

clusters <- apply(mat, 1, cc\_centers)

for (iter in 1:max\_iter) {

centers <- find\_cluster\_centers(mat, clusters, count)

stopifnot(all(dim(centers) == dim(old\_centers)))

cc\_centers <- partial(close\_center, mat = centers)

clusters <- apply(mat, 1, cc\_centers)

if (center\_distance\_change(centers, old\_centers) < tol) {

break

} else {

old\_centers <- centers

}

}

if (iter == max\_iter) {warning("Maximum iterations reached")}

colnames(centers) <- colnames(mat)

list("centers" = centers, "clusters" = rep(clusters, times = count))

}

#' Find the Distance Between Two Ranking Matrices

#'

#' Find the distance between two ranking matrices by summing the distance

#' between each row of the respective matrices.

#'

#' @param mat1 First matrix of ranks

#' @param mat2 Second matrix of ranks

#' @return The sum of distances between rows of \code{mat1} and \code{mat2}

#' @examples

#' mat <- rbind(1:3,

#' 3:1)

#' center\_distance\_change(mat, mat)

center\_distance\_change <- function(mat1, mat2) {

if (any(dim(mat1) != dim(mat2))) {stop("Dimensions of matrices don't match")}

sum(sapply(1:nrow(mat1), function(i) {DistancePair(mat1[i, ], mat2[i, ])}))

}

#' Initialize Cluster Centers

#'

#' Find initial cluster centers as prescribed by the \eqn{k}-means++ algorithm.

#'

#' @param mat The matrix of rankings, with each row having its own ranking

#' @param k The number of clusters to find

#' @return A matrix containing cluster centers.

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' rank\_cluster\_center\_init(mat, 2)

rank\_cluster\_center\_init <- function(mat, k) {

n <- nrow(mat)

center <- mat[sample(1:n, 1), ]

centers\_mat <- rbind(center)

for (i in 2:k) {

min\_distances <- sapply(1:n, function(l) {

min(sapply(1:(i - 1), function(j) {

DistancePair(mat[l, ], centers\_mat[j, ])

}))

})

center <- mat[sample(1:n, 1, prob = min\_distances/sum(min\_distances)), ]

centers\_mat <- rbind(centers\_mat, center)

}

rownames(centers\_mat) <- NULL

colnames(centers\_mat) <- colnames(mat)

centers\_mat

}

#' Evaluation Metric for Clustering Quality

#'

#' Evaluates a clustering's quality by summing the distance of each observation

#' to its assigned cluster center.

#'

#' @param mat Matrix of rankings (in the rows); the data

#' @param centers Matrix of rankings (in the rows) representing the centers of

#' the clusters

#' @param clusters Vector of indices corresponding to cluster assignments (the

#' rows of the \code{clusters} matrix)

#' @return Score of the clustering

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' centers <- rbind(1:3, 3:1)

#' clusters <- c(1, 1, 2, 2)

#' clustering\_score(mat, centers, clusters)

clustering\_score <- function(mat, centers, clusters) {

sum(sapply(1:nrow(centers), function(i) {

center <- centers[i, ]

submat <- mat[which(clusters == i), ]

skd(center, submat)

}))

}

#' Clustering with Restarts

#'

#' Clusters multiple times and returns the clustering with the lowest clustering

#' score

#'

#' @param ... Parameters to pass to \code{\link{rank\_cluster}}

#' @param restarts Number of restarts

#' @return A list containing the central rankings of each cluster (in

#' \code{"centers"}) and a vector with integers representing cluster

#' assignments

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' rank\_cluster\_restarts(mat, 2, 5)

rank\_cluster\_restarts <- function(mat, ..., restarts = 10) {

best\_score <- Inf

rank\_cluster\_args <- list(...)

rank\_cluster\_args$mat <- mat

for (i in 1:restarts) {

new\_cluster\_scheme <- do.call(rank\_cluster, rank\_cluster\_args)

score <- clustering\_score(mat, new\_cluster\_scheme$centers,

new\_cluster\_scheme$clusters)

if (score < best\_score) {

best\_score <- score

best\_scheme <- new\_cluster\_scheme

}

}

return(best\_scheme)

}

#' Given Clusters, Find Centers

#'

#' Given a collection of clusters, find centers for the clusters.

#'

#' @param mat Matrix of rankings (in rows)

#' @param clusters Vector containing integers identifying cluster assignments,

#' where the integers range from one to the number of clusters

#' @param weight Optional vector weighting each row of \code{mat} in the sum,

#' perhaps representing how many times that ranking is repeated

#' @return Ranking vector that minimizes the (weighted) sum of rankings

#' @return A matrix of ranks representing cluster centers

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' find\_cluster\_centers(mat, c(1, 1, 2, 2))

find\_cluster\_centers <- function(mat, clusters, weight = NULL) {

if (is.null(weight)) {

weight <- rep(1, times = nrow(mat))

}

centers <- t(sapply(unique(clusters), function(i) {

submat <- mat[which(clusters == i), ]

subweight <- weight[which(clusters == i)]

lskd\_estimator(submat, subweight)

}))

colnames(centers) <- colnames(mat)

centers

}

#' Cluster Rankings Via Spectral Clustering

#'

#' Obtain a clustering of rank data via spectral clustering.

#'

#' @param mat Matrix containing rank data

#' @param k Number of clusters to find

#' @return A list with entries: \code{"centers"}, the centers of the clusters;

#' and \code{"clusters"}, a vector assigning rows to clusters.

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' rank\_cluster\_spectral(mat, 2)

rank\_cluster\_spectral <- function(mat, k = 2) {

dist\_mat <- DistanceMatrix(mat)

sim\_mat <- max(dist\_mat) - dist\_mat

clusters <- spectralClustering(sim\_mat, k)

centers <- find\_cluster\_centers(mat, clusters)

list("centers" = centers, "clusters" = clusters)

}

#' Compute the Test Statistic for Uniformity Based on the Pairs Matrix

#'

#' Compute a test for uniformity based on the estimated pairs matrix.

#'

#' Let \eqn{m} be the number of items ranked and \eqn{n} the size of the data

#' set. Let \eqn{\bar{k} = k(k - 1)/2} and \eqn{\bar{y}} the mean rank vector.

#' Let \eqn{\hat{K}^\*} be the upper-triangular part of the estimated pairs

#' matrix (excluding the diagonal), laid out as a vector in row-major order.

#' Finally, let \eqn{1\_k} be a vector of \eqn{k} ones. Then the test statistic

#' is

#'

#' \deqn{12n(\|\hat{K}^\* - \frac{1}{2} 1\_{\bar{m}}\|^2 - \|\bar{y} - \frac{m +

#' 1}{2} 1\_m\|^2 / (m + 1))}

#'

#' Under the null hypothesis this statistic asympotically follow a \eqn{\chi^2}

#' distribution with \eqn{\bar{m}} degrees of freedom.

#'

#' @param mat The data matrix, with rankings in rows

#' @return The value of the test statistic

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' pairs\_uniform\_test\_stat(mat)

pairs\_uniform\_test\_stat <- function(mat) {

desc\_stat <- suppressMessages(destat(mat))

mean\_rank <- desc\_stat$mean.rank

pair <- desc\_stat$pair

m <- ncol(mat) - 1

n <- nrow(mat)

mbar <- choose(m, 2)

K <- pair[upper.tri(pair, diag = FALSE)]

meanK <- rep(1/2, times = mbar)

cm <- rep((m + 1)/2, times = m)

12 \* n \* (sum((K - meanK)^2) - sum((mean\_rank - cm)^2)/(m + 1))

}

#' Compute Covariance Matrix of Pairs Matrix Upper Triangle

#'

#' Compute the covariance matrix of the pairs matrix estimator.

#'

#' @param mat Data matrix, with each ranking having its own row

#' @return The \eqn{m(m - 1)/2}-square matrix representing the covariance matrix

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' pairs\_mat\_cov(mat)

pairs\_mat\_cov <- function(mat) {

n <- nrow(mat)

m <- ncol(mat)

pair <- kappa\_est(mat)

pair <- as.matrix(pair)

# Transform data into a dataset of pair-wise rank comparisons

if (m == 1) {

return(0)

}

kappa\_data <- sapply(2:m, function(j) {mat[, j] > mat[, 1]})

for (i in 2:(m - 1)) {

kappa\_data <- cbind(kappa\_data, sapply((i + 1):m, function(j) {

mat[, j] > mat[, i]

}))

}

kappa\_data <- kappa\_data + 0 # Converts to integers

cov(kappa\_data)

}

#' Estimate \eqn{\kappa} Vector

#'

#' Estimate the \eqn{\kappa} vector, which fully defines the pairs matrix.

#'

#' @param mat Data matrix, with each ranking having its own row

#' @return The \eqn{m(m - 1)/2}-dimensional vector

#' @examples

#' mat <- rbind(1:3,

#' 3:1,

#' c(2, 1, 3),

#' c(3, 1, 2))

#' kappa\_est(mat)

kappa\_est <- function(mat) {

n <- nrow(mat)

df <- as.data.frame(mat)

df$n <- 1

pair <- suppressMessages(destat(df))

pair <- t(pair$pair)

pair <- pair[lower.tri(pair, diag = FALSE)]/n

pair

}

#' Get Plausible Rankings For Central Ranking Based on Kendall Distance

#'

#' Determine a set of plausible central rankings based on the Kendall distance.

#'

#' Let \eqn{\alpha} be one minus the confidence level, \eqn{m} the number of

#' options, \eqn{\bar{m} = m(m - 1)/2}, \eqn{\kappa} the vectorized

#' upper-triangle of the pairs matrix of the population, \eqn{\hat{\kappa}} the

#' sample estimate of \eqn{\kappa}, and \eqn{\hat{\Sigma}} the estimated

#' covariance matrix of \eqn{\hat{kappa}}. Then the approximate \eqn{100(1 -

#' \alpha)}% confidence interval for \eqn{\kappa} is

#'

#' \deqn{\kappa: (\hat{\kappa} - \kappa)^T \hat{\Sigma}^{-1} (\hat{kappa} -

#' \kappa) < \chi^2\_{\bar{m}}}

#'

#' One we have such an interval the next task is to determine which ranking

#' vectors are consistent with plausible \eqn{\kappa}. To do this, the function

#' determines which choices could plausibly be tied according to the confidence

#' interval; that is, which entries of \eqn{\kappa} could plausibly be

#' \eqn{1/2}. Whenever this is rejected, there is a statistically significant

#' difference in the preference of the two choices; looking at \hat{\kappa} can

#' determine which of the two choices is favored. All ranking vectors that would

#' agree that disagree with that preference are eliminated from the space of

#' plausible central ranking vectors. The ranking vectors surviving at the end

#' of this process constitute the confidence interval.

#'

#' @param mat Matrix of rank data, each observation having its own row

#' @param conf\_level Desired confidence level

#' @return A list with entries \code{"ranks"} holding the matrix of plausible

#' rankings in the confidence interval and \code{"preference\_string"}, a

#' string enumerating which options are, with statistical significance,

#' preferred over others

#' @examples

#' mat <- t(replicate(100, {sample(1:3)}))

#' kendall\_rank\_conf\_interval(mat)

kendall\_rank\_conf\_interval <- function(mat, conf\_level = 0.95) {

n <- nrow(mat)

m <- max(mat)

mbar <- choose(m, 2)

kap <- kappa\_est(mat)

Sigma <- pairs\_mat\_cov(mat)

crit\_value <- qchisq(1 - conf\_level, df = mbar, lower.tail = FALSE)

# Find bad rows of Sigma, where the covariance is zero; that variable must be

# constant

const\_vars <- which(colSums(Sigma^2) == 0)

safe\_vars <- which(colSums(Sigma^2) > 0)

safe\_kap <- kap[safe\_vars]

safe\_Sigma <- Sigma[safe\_vars, safe\_vars]

# Determine if hyperplanes where one coordinate is 1/2 intersect confidence

# set

b <- as.matrix(solve(safe\_Sigma, safe\_kap))

a <- t(safe\_kap) %\*% b

a <- a[1, 1]

check\_half <- partial(hei\_check, x = 1/2, A = safe\_Sigma, b = -2 \* b,

d = crit\_value/n - a, invert\_A = TRUE)

sig\_diff\_safe\_vars <- !sapply(1:length(safe\_vars), check\_half)

if (length(const\_vars) > 0) {

sig\_diff <- rep(NA, times = mbar)

sig\_diff[safe\_vars] <- sig\_diff\_safe\_vars

sig\_diff[const\_vars] <- TRUE

} else {

sig\_diff <- sig\_diff\_safe\_vars

}

idx\_matrix <- matrix(0, nrow = m, ncol = m)

idx\_matrix[lower.tri(idx\_matrix, diag = FALSE)] <- 1:mbar

idx\_matrix <- t(idx\_matrix)

rownames(idx\_matrix) <- colnames(mat)

colnames(idx\_matrix) <- colnames(mat)

# Remove rows of potential centers matrix to reflect confidence interval

# results; also, record which groups seem to have significant difference in

# ranking

rank\_string <- ""

permutation\_mat <- permutations(m, m)

for (i in 1:(m - 1)) {

for (j in (i + 1):m) {

sig\_diff\_index <- idx\_matrix[i, j]

if (sig\_diff[sig\_diff\_index]) {

direction <- sign(kap[sig\_diff\_index] - 1/2)

if (direction > 0) {

# Row option (i) is preferred to column option (j)

permutation\_mat <- permutation\_mat[permutation\_mat[, i] <

permutation\_mat[, j], ]

rank\_string <- rank\_string %s0% colnames(mat)[i] %s%

"is better than" %s% colnames(mat)[j] %s0% '\n'

} else if (direction < 0) {

# Row option (i) is inferior to column option (j)

permutation\_mat <- permutation\_mat[permutation\_mat[, i] >

permutation\_mat[, j], ]

rank\_string <- rank\_string %s0% colnames(mat)[j] %s%

"is better than" %s% colnames(mat)[i] %s0% '\n'

}

}

}

}

colnames(permutation\_mat) <- colnames(mat)

return(list("ranks" = permutation\_mat, "preference\_string" = rank\_string))

}

#' Straight Hyperplane and Ellipse Intersection Test

#'

#' Test whether a hyperplane parallel to an axis intersects an ellipse.

#'

#' The ellipse is fully determined by the parameters \code{A}, \code{b}, and

#' \code{d}; in fact, the ellipse consists of all \eqn{x} such that

#'

#' \deqn{x^T A x + b^T x \leq d}

#'

#' \code{x} is the intercept of the hyperplane and \code{k} is the coordinate

#' that is fixed to the value \code{x} and thus determine along which axis the

#' hyperplane is parallel. A value of \code{TRUE} means that there is an

#' intersection, while \code{FALSE} means there is no intersection.

#'

#' @param x The fixed value of the hyperplane

#' @param k The coordinate fixed to \code{x}

#' @param A A \eqn{n \times n} matrix

#' @param b An \eqn{n}-dimensional vector

#' @param d A scalar representing the upper bound of the ellipse

#' @return \code{TRUE} or \code{FALSE} depending on whether the hyperplane

#' intersects the ellipse or not

#' @examples

#' hei\_check(1, 2, diag(3), rep(0, times = 3), 10)

hei\_check <- function(x, k, A, b, d, invert\_A = FALSE) {

b <- as.matrix(b)

n <- nrow(b)

stopifnot(k >= 1 & k <= n)

stopifnot(nrow(A) == ncol(A) & nrow(A) == n)

stopifnot(all(eigen(A)$values > 0))

all\_but\_k <- (1:n)[which(1:n != k)]

s <- rep(0, times = n)

s[k] <- x

s <- as.matrix(s)

if (invert\_A) {

tb <- as.matrix(solve(A, s))

} else {

tb <- A %\*% s

}

td <- t(s) %\*% tb + t(b) %\*% s

if (invert\_A) {

# XXX: curtis: NUMERICALLY BAD; FIX THIS -- Thu 14 Feb 2019 07:50:19 PM MST

A <- solve(A)

}

tA <- A[all\_but\_k, all\_but\_k]

tx <- -solve(tA, (b/2 + tb)[all\_but\_k, ])

tx <- as.matrix(tx)

val <- t(tx)%\*% tA %\*% tx + t((b + 2 \* tb)[all\_but\_k]) %\*% tx + td - d

val <- val[1, 1]

val <= 0

}

################################################################################

# MAIN FUNCTION DEFINITION

################################################################################

main <- function(input, prefix = "", width = 6, height = 4, clusters = 5,

conflevel = 95, comments = "AHLCGClusterComments.txt",

detailed = FALSE, help = FALSE) {

suppressPackageStartupMessages(library(pmr))

suppressPackageStartupMessages(library(ggplot2))

suppressPackageStartupMessages(library(reshape2))

suppressPackageStartupMessages(library(dplyr))

suppressPackageStartupMessages(library(rankdist))

suppressPackageStartupMessages(library(gtools))

suppressPackageStartupMessages(library(purrr))

suppressPackageStartupMessages(library(anocva))

load(input)

n <- nrow(survey\_data)

rank\_data <- survey\_data[CLASSES]

rank\_data$n <- 1

rank\_mat <- as.matrix(survey\_data[CLASSES])

# Get basic descriptive statistics: mean ranks, marginals, pairs

desc\_stat <- suppressMessages(destat(rank\_data))

mean\_rank <- desc\_stat$mean.rank

marginal <- desc\_stat$mar

pair <- desc\_stat$pair

names(mean\_rank) <- CLASSES

rownames(marginal) <- CLASSES

colnames(marginal) <- 1:CLASS\_COUNT

rownames(pair) <- CLASSES

colnames(pair) <- CLASSES

# Compute "typical" distance based on least sum of Kendall distances

best\_rank <- lskd\_estimator(rank\_mat)

names(best\_rank) <- CLASSES

# Hypothesis Testing for Uniformity

statistic <- pairs\_uniform\_test\_stat(rank\_data)

# Confidence Interval

ci <- kendall\_rank\_conf\_interval(rank\_mat, conf\_level = conflevel / 100)

# Cluster data

rank\_clustering <- rank\_cluster\_spectral(rank\_mat, k = clusters)

centers <- rank\_clustering$centers

Cluster <- rank\_clustering$clusters # Naming convention broke for printing

rownames(centers) <- 1:nrow(centers)

# Plotting

marginal\_plot <- ggplot(

melt(100 \* marginal / n, varnames = c("Class", "Rank"),

value.name = "Percent"),

aes(fill = Class, x = Class, y = Percent, group = Rank)) +

geom\_bar(position = "dodge", stat = "identity") +

scale\_fill\_manual(values = CLASS\_COLORS) +

labs(title = "Class Rankings") +

theme\_bw()

ggsave(prefix %s0% "marginal\_plot.png", plot = marginal\_plot,

width = width, height = height, units = "in", dpi = 300)

pair\_plot <- ggplot(

melt(100 \* pair / n, varnames = c("Class", "Opposite"),

value.name = "Percent") %>% filter(Percent > 0),

aes(fill = Opposite, x = Class, y = Percent)) +

geom\_bar(position = "dodge", stat = "identity") +

geom\_hline(yintercept = 50, linetype = 2, color = "red") +

scale\_fill\_manual(values = CLASS\_COLORS) +

labs(title = "Class Ranking Comparison") +

theme\_bw()

ggsave(prefix %s0% "pair\_plot.png", plot = pair\_plot, width = width,

height = height, units = "in", dpi = 300)

# Place cluster comments in file

comment\_string <- ""

for (i in 1:clusters) {

comment\_string <- comment\_string %s0%

"\n\nCLUSTER" %s% i %s0% "\n------------\n\n" %s0%

paste(survey\_data$Reason[survey\_data$Reason != "" & Cluster == i],

collapse = "\n\n-\*-\n\n")

}

cat(comment\_string, file = comments)

# Printing

cat("\nMEAN RANK\n---------\n")

print(round(mean\_rank, digits = 2))

cat("\nMARGINALS\n---------\n")

print(round(100 \* marginal / n, digits = 2))

cat("\nPAIRS\n-----\n")

print(round(100 \* pair / n, digits = 2))

cat("\nUNIFORMITY TEST\n---------------\n")

cat("Test Statistic:", statistic, "\n")

cat("P-value:", pchisq(statistic, df = choose(CLASS\_COUNT, 2),

lower.tail = FALSE), "\n")

cat("\nOPTIMAL RANK ESTIMATE\n---------------------\n")

print(sort(best\_rank))

cat("\nWith", conflevel %s0% '%', "confidence:",

'\n' %s0% ci$preference\_string)

if (detailed) {

cat("\nPlausible Modal Rankings:\n")

print(as.data.frame(ci$ranks))

}

cat("\nCLUSTERING\n----------\nCounts: ")

print(table(Cluster))

cat("\nCenters:\n")

print(centers)

cat("\nScore:", clustering\_score(rank\_mat, centers, Cluster), "\n")

if (detailed) {

cat("\nCLUSTER CONFIDENCE INTERVALS\n----------------------------\n")

for (i in 1:clusters) {

cat("\nCluster", i %s0% ':\n')

ci\_cluster <- kendall\_rank\_conf\_interval(rank\_mat[Cluster == i, ])

cat("\nWith", conflevel %s0% '%', "confidence:",

'\n' %s0% ci\_cluster$preference\_string)

cat("\nPlausible Modal Rankings:\n")

print(as.data.frame(ci\_cluster$ranks))

}

}

}

################################################################################

# INTERFACE SETUP

################################################################################

if (sys.nframe() == 0) {

cl\_args <- parse\_args(OptionParser(

description = paste("Analyze Arkham Horror LCG class preference survey",

"data and print results."),

option\_list = list(

make\_option(c("--input", "-i"), type = "character",

help = paste("Input file containing survey data")),

make\_option(c("--prefix", "-p"), type = "character", default = "",

help = "Another command-line argument"),

make\_option(c("--width", "-w"), type = "double", default = 6,

help = "Width of plots"),

make\_option(c("--height", "-H"), type = "double", default = 4,

help = "Height of plots"),

make\_option(c("--clusters", "-k"), type = "integer", default = 5,

help = "Number of clusters in spectral clustering"),

make\_option(c("--comments", "-c"), type = "character",

default = "AHLCGClusterComments.txt",

help = "File to store participant comments organized" %s%

"by cluster"),

make\_option(c("--conflevel", "-a"), type = "double", default = 95,

help = "Confidence level of confidence set"),

make\_option(c("--detailed", "-d"), action = "store\_true",

default = FALSE, help = "More detail in report")

)

))

do.call(main, cl\_args)

}

**Report**

$ ./ArkhamHorrorClassPreferenceAnalysis.R -i AHLCGClassPreferenceSurveys.Rda --detailed

MEAN RANK

---------

Guardian Mystic Rogue Seeker Survivor

2.92 3.10 3.16 2.60 3.22

MARGINALS

---------

1 2 3 4 5

Guardian 18.29 20.43 26.84 19.71 14.73

Mystic 19.71 18.29 17.81 20.90 23.28

Rogue 19.24 14.73 20.67 21.38 23.99

Seeker 28.03 25.18 17.10 18.53 11.16

Survivor 14.73 21.38 17.58 19.48 26.84

PAIRS

-----

Guardian Mystic Rogue Seeker Survivor

Guardian 0.00 54.16 55.34 42.52 55.82

Mystic 45.84 0.00 51.07 39.90 53.44

Rogue 44.66 48.93 0.00 38.72 51.54

Seeker 57.48 60.10 61.28 0.00 61.52

Survivor 44.18 46.56 48.46 38.48 0.00

UNIFORMITY TEST

---------------

Test Statistic: 2309938376

P-value: 0

OPTIMAL RANK ESTIMATE

---------------------

Seeker Guardian Mystic Rogue Survivor

1 2 3 4 5

With 95% confidence:

Seeker is better than Rogue

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 2 4 3 5

2 1 2 5 3 4

3 1 3 4 2 5

4 1 3 5 2 4

5 1 4 3 2 5

6 1 4 5 2 3

7 1 5 3 2 4

8 1 5 4 2 3

9 2 1 4 3 5

10 2 1 5 3 4

11 2 3 4 1 5

12 2 3 5 1 4

13 2 4 3 1 5

14 2 4 5 1 3

15 2 5 3 1 4

16 2 5 4 1 3

17 3 1 4 2 5

18 3 1 5 2 4

19 3 2 4 1 5

20 3 2 5 1 4

21 3 4 2 1 5

22 3 4 5 1 2

23 3 5 2 1 4

24 3 5 4 1 2

25 4 1 3 2 5

26 4 1 5 2 3

27 4 2 3 1 5

28 4 2 5 1 3

29 4 3 2 1 5

30 4 3 5 1 2

31 4 5 2 1 3

32 4 5 3 1 2

33 5 1 3 2 4

34 5 1 4 2 3

35 5 2 3 1 4

36 5 2 4 1 3

37 5 3 2 1 4

38 5 3 4 1 2

39 5 4 2 1 3

40 5 4 3 1 2

CLUSTERING

----------

Counts: Cluster

1 2 3 4 5

130 83 80 66 62

Centers:

Guardian Mystic Rogue Seeker Survivor

1 3 2 4 1 5

2 3 5 4 1 2

3 3 4 1 2 5

4 1 5 3 4 2

5 5 1 4 3 2

Score: 881

CLUSTER CONFIDENCE INTERVALS

----------------------------

Cluster 1:

With 95% confidence:

Guardian is better than Rogue

Guardian is better than Survivor

Mystic is better than Rogue

Mystic is better than Survivor

Seeker is better than Rogue

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 2 4 3 5

2 1 2 5 3 4

3 1 3 4 2 5

4 1 3 5 2 4

5 2 1 4 3 5

6 2 1 5 3 4

7 2 3 4 1 5

8 2 3 5 1 4

9 3 1 4 2 5

10 3 1 5 2 4

11 3 2 4 1 5

12 3 2 5 1 4

Cluster 2:

With 95% confidence:

Guardian is better than Mystic

Guardian is better than Rogue

Seeker is better than Guardian

Seeker is better than Mystic

Survivor is better than Mystic

Seeker is better than Rogue

Survivor is better than Rogue

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 2 4 5 1 3

2 2 5 4 1 3

3 3 4 5 1 2

4 3 5 4 1 2

Cluster 3:

With 95% confidence:

Rogue is better than Guardian

Rogue is better than Mystic

Rogue is better than Seeker

Rogue is better than Survivor

Seeker is better than Survivor

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 2 3 1 4 5

2 2 4 1 3 5

3 2 5 1 3 4

4 3 2 1 4 5

5 3 4 1 2 5

6 3 5 1 2 4

7 4 2 1 3 5

8 4 3 1 2 5

9 4 5 1 2 3

10 5 2 1 3 4

11 5 3 1 2 4

12 5 4 1 2 3

Cluster 4:

With 95% confidence:

Guardian is better than Mystic

Guardian is better than Seeker

Rogue is better than Mystic

Survivor is better than Mystic

Survivor is better than Seeker

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 1 4 2 5 3

2 1 4 3 5 2

3 1 5 2 4 3

4 1 5 3 4 2

5 1 5 4 3 2

6 2 4 1 5 3

7 2 4 3 5 1

8 2 5 1 4 3

9 2 5 3 4 1

10 2 5 4 3 1

11 3 4 1 5 2

12 3 4 2 5 1

13 3 5 1 4 2

14 3 5 2 4 1

Cluster 5:

With 95% confidence:

Mystic is better than Guardian

Survivor is better than Guardian

Mystic is better than Rogue

Mystic is better than Seeker

Survivor is better than Rogue

Survivor is better than Seeker

Plausible Modal Rankings:

Guardian Mystic Rogue Seeker Survivor

1 3 1 4 5 2

2 3 1 5 4 2

3 3 2 4 5 1

4 3 2 5 4 1

5 4 1 3 5 2

6 4 1 5 3 2

7 4 2 3 5 1

8 4 2 5 3 1

9 5 1 3 4 2

10 5 1 4 3 2

11 5 2 3 4 1

12 5 2 4 3 1

**Respondent Comments Groups By Cluster**

CLUSTER 1

------------

Guardians have serious bling and they're awesome at what they do, so they're number 1. Seekers also have great cards that guzzle clues and generally provide solid deck building, so they're #2. Rogues have cards that look like a lot of fun (there's bling there too) and they are often good at both clue gathering and fighting, depending on which is needed. Mystic decks feel like they're all the same, so building decks with them is not as much fun. Survivor cards are extremely limited so they're my least favorite.

-\*-

I love the Mystic spells, especially the versatility. Hated Rogues since Skids days, although Jenny is great and Preston is very good fun.

Guardians and Seeker fall very easy into the usable archetypes of Attack and Investigate.

-\*-

I love supporting guardians and seekers. Control focused mistics are also fun.

-\*-

Purple is top just because of Recall the Future and Premonition. Yellow for being weird, Green for extra-actions and Finn. Red for cool, weird interactions at a bargain price. Blue is boring.

-\*-

I don't like playing Rogues, alright? Please don't crucify me! Oh, this is anonymous? Excellent.

-\*-

Simplicity of play and planning.

-\*-

I love spells and magic items

-\*-

Guardian are probably te most rounded IMO. Seekers next, but great at clue gathering.

-\*-

Seeker pool has best card draw & selection; guardian has stick to the plan + stand together + weapons; survivor pool is good but good xp options are less varied (will to survive/true survivor or bust); mystics delve too deep + bag control + David Renfield are good. Rogue pool is harder to build a full game plan around—-its best cards enable great turns (pocket watch, double or nothing, etc) and are valuable to have in the party, but they have a harder time spending actions 2-3 as usefully since some of their best things exhaust (lockpicks).

-\*-

Mystic and Rogue tied for first. Mystic is my prefered and I like how I can stack my deck to be heavy in either investigating and/or combat. Rogue because most get a lot of recources where you can purchase more expensive cards.

-\*-

I feel as though Mystic have the broadest tool kit and be specialise in almost any direction. However my experience is solely limited to two player with my wife and she plays a cloover, so we need someone with bashing power.

-\*-

Matt's response

-\*-

I primarily play a seeker (Daisy)

-\*-

Yellow fits with my playstyle the best

-\*-

I really like all of them, so there's not a ton of distance between them.

-\*-

gameplay style, clear focus on purposes

-\*-

Guardian and Seeker are very straightforward, and I like that. They have a clear objective, and they do it well.

-\*-

While I feel that most classes have merit, the rogue is generally the worst at the core aspects of the game: fighting and clue finding. Evading does not have the punch that killing the enemy foes.

-\*-

I prefer a support / team role, and play for consistency over tricks.

-\*-

Most useful for the group

-\*-

I just looked at options. Mystics have a lot of options in every way, shape or form, and so do Guardians. I just prefer the mystic combos better, since Guardians are pretty bland in that regard. I feel you really can now make different mystic decks, from support to tank and combat master, to main seeking investigator etc. They have everything and even playing one deck a few times is till fun because of so many exp. options. And while their decks are pretty deep, the premise is simple - boost willpower. That leaves them with a nice weakness you have to cover. Guardians have better weapons (more fun) than mystics have combat spells, although Shattered Aeons really gave Mystics a fun new icy option. And maybe I'd like to see a Mystic that wouldn't be pure Mystic if you get me. Some hybrid guy or girl, that's not just using spells and artifacts from the same class over and over again. That's really what they're missing. Guardians are just so great, because they are sooo well balanced imo. It's quite relaxing looking at their options. You have everything from amazing gear, weapons, allies, events that cover literally everything + your friends' asses, awesome skillcards that can also combo, fun and engaging exp. options etc. ![🙂](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAATlBMVEVHcEz/zEz/y0z/zEz/zUv/zEv/zUv/zEv/1Uz/zUv/0Uv/zUv/zUv/zUv/zkr/zkz/zE1mRQDuvUSZchluSwN3VQjOoDOGYQ+xhiXcrjvHN6SOAAAAEHRSTlMA4vnCs89Z7gdrHoI9kjNDENWVvAAAAjRJREFUWIWtmNuWgyAMRdWFImotAt7+/0cHvFVNUGDYj1n1NIEQQpLkgZbVJE9pltE0JzVrn35rpWKE8huUsMpPpSzIXWSHFKW7DEttMotftZtUWYOQgBRzkGryNxlD+n1z5+MiY/g8OlU5ubOSP2zg93V1zlBreEXmo8N5VuA6zE/GwFB//HU4R3z6esa1koF1qrzW+Qe97V3pse9X8ms+Oech5HPWacJ1OG9iBGY4BVf/R+eUTWXgju3Q0uqQkEpJAT+x2DeXSlAPRd9pevCFzZ6WlrMxdgujq307KaDOD93G4GbXN8JyOIC+3D+QbnZNhVaPfv+gd7PzdbnhDab2D5SbfYsNJlGAENX3OzCGhMZbrMAGLLZOAOSc+W8/5zWy1gEJaVYbqyC+R0STJ2jj4XloNSmy+0HQJOgWgmTxhKKF9tjluZOi2x9AjiZkAOS/V9FOHdIVYRRYGQmhxQpbABQttQEQS+soR/RkGsSIlLWl+MPryBRVNaFSYlJYoV2uIyy2yVR4Od/NszT1f4K/J9Z2dq3zSk7DLLRrQszDJJWt8m9XNmwi9H93VoCfRxOBJvdg00EK/9FpoY3WoDAZhekcjRZ+TMQIdfCs+D0kLM3oIK8yEnPn2mnb2mOh96rXMape758tR0/tcbyGPd4TItqjRi9TpGdWvIdfvKdovMex93O9senEGyDEG2kkrkOW/CGswykWZ+yTvA6iUsdB1CIVZzS2EGdYt9EW5/Fh8Tg+/AN/+wC34u5K8wAAAABJRU5ErkJggg==) But they lack different kinds of investigators. They have options, just some other classes have more. Maybe my least favorite on investigator side. Mystics again are so simple to make in that regard. I gave Seekers 3. because they just have some 0 exp. cards that are just too strong for any class, not just for them. Otherwise I really like Seeker cards theme, maybe even more than Guardian, maybe even my favorite I'd say, but again, Seekers just have so much random stuff and OP stuff (you know what they are). I don't care for balance in a co-op game, OP cards can be really fun, but this stuff really limits their options and sometimes even other classes' options, because not including them just hinders your deck and you know it (example is Shortcut). And that's not good. They have really fun and diverse roster of investigators though. And their experience options are quite game breaking, but in a good way imo. There's seeking, combat, running and evading so much support and combos, really fun and diverse. Rogues have maybe some of my least favorite cards, but they have A LOT of options. They have quite a few very awesome weapons, but they also have SO MUCH cards that are meant for combos and while combo decks are fun, they, in my opinion, are niche, or at least not used in every game. Sometimes you just want a simple deck and Rouges have a limited card pool when you look at it that way (example: no useful combat ally or even asset - there is a new Guardian tarrot card for Jenny and Skids, but they need more imo). They got their quite fresh Lockpicks and the seeker gator and that was an amazing get. But more, Leo breaks their ally pool, because he's just too strong. They also have no pure combat investigators, but otherwise their investigators are really really fun and diverse. They have AMAZING experience options. Maybe the best in the game. And btw, they were my favorite to play before the last few expansions. I love Preston, but again the new cards are very niche. The new seeker agent Joe with 4 combat elevates seekers above Rogues for me in the options in card pool department though. They now have an optional pure combat investigator, while Rogues still don't. Survivors have AWESOME cards, especially investigators are just so fun and weird, but they just lack options in the card pool. You have so many "survive" cards, but they lack anything else strong. Their weapons are quite fun, but there are no heavy hitting options. That for me may be their biggest minus. Lack of experience pure combat options. They have quite a few very strong investigate cards though like Look What I Found and Newspaper 2 exp. And their allies, while strong, are still nicely balanced and quite diverse. They have a million evade options, maybe even too much. It would sometimes be nice to get something else rather than just another evade. These new Track Shoes are pretty cool though. Their skill cards are pretty awesome imo. But still, I feel like they have so much niche cards that only allow some very specific combos, like Rogues, and lack anything else meaningful. They are extremely fun to play though, with all their Survivor specializations like Seeker Urchin, combat Gravekeeper, being dead crazy guy, new athlete runner and evader etc. They may even be my favorite class, but they still lack options in a big way. And they even lack one investigator only available for 15 bucks along a cheaply written book.

CLUSTER 2

------------

survivors da best

-\*-

Guardian just have so many cards that, when looking at them, seem useful. Mystic is my actual favourite class, but it has soo many cards where they went too far with the punishing effects that almost made them useless. Survivor on the other hand has too many events that end up feeling almost the same. Seekers I dont really know, Ive never played them, but everytime I see them looks like they can do many things. And rogue, while it has improved a bit more, I still miss a useful level 1 weapon

-\*-

Difficulty wrapping my head around some classes

-\*-

Mystics are incredibly dependent on their cards.

-\*-

Seekers usually win the game, because the snitch is 150 points

-\*-

Always cards in these classes that I have a hard time cutting. Which means they have the deepest pools marking them the most fun to me

-\*-

I love deck manipulation for seekers, and the flexibility of survivors. I just can't get my head wrapped around mystics.

-\*-

Guardians have a lot of great tools for not just fighting but getting clues. Seeker has the best support so splashing it is great. Rogue and survivor are ties for good splash but survivors card pool is mediocre to me. Mystic aren't bad but I haven't seen it great with others very well. Mystics are good as themselves but really expensive and not great for splash IMO.

-\*-

Survivor have many nice tricks to survive and gather clues.

Guardians because they have the best weapons (flamethrower) and protective tools.

seeker for their upgradable cards and higher ed.

mystic for canceling cards but dont like their only good stat is willpower... rogues seems interesting but never played one.

-\*-

Seekers have action economy (shortcut, pathfinder), card economy, resource economy (Dr Milan + cheap cards) and they advance the game quickly (i.e. discover clues).

Specialist decks are better than generalist decks (in multiplayer, which I play) as they accomplish their goals more consistently, and this favours seekers and guardians.

Stick To The Plan with Ever Vigilant is the most powerful deck element I am aware of.

-\*-

I tend to play builds focused around consistency of succeeding at tests and action efficiency and my rankings reflect the build consistencies in order except rogue who are consistent but just not interesting.

-\*-

Love survivors

-\*-

Seeker is m'y main class

-\*-

Firstly let me preface this with I only own 2 cores and the Dunwich cycle and have yet to play through Dunwich.

Survivor offers the most versatility and always seems to be one of the key factors when beating the odds in most cases as well as enhancing evasion and action economy (survival instinct etc).

Seeker cards are my second favourite due to the amount of utility included within them (i.e. Shortcut, Barricade, Medical Texts, Old Book of Lore etc) as well as allowing you what you need to catapult out in front of the agenda deck with cluevering abilities.

Guardian and Mystic operate on a similar field marginally behind Seeker to me though mystic finds itself slightly higher because of the unique interactions with the encounter deck and rule bending. though in my limited experience they both seem to be the more combat based of the card pools so operate in that same niche for me.

Rogue is unfortunately last but honestly that's just because I haven't had many interactions with them, most of their effects seem too situational to be able to use consistently.

-\*-

I don't like taking the obvious solutions to a problem. I.E: Gun to the face, or Spells for everything.

-\*-

Efficiency at what is needed to complete scenarios - mostly clue getting and combat.

-\*-

Rogue and survivor seem to have the most cards that support each other to suggest a new way of playing. Recursion survivor is fun and different from no money survivor (though you can do both). Rogue has succeed by 2 and rich as options. Seeker has less of that but has the power of untranslated etc cards. Guardians are okay but kind of blah. I can’t see any fun decks to do with mystic. Like, messing with the bag is a cool thing to do in any deck, it isn’t a deck. Playing with doom is a couple cards that need each other but it isn’t a plan for how the game will play out.

-\*-

Definitely hard to rank them, but ranked in order of which I'd most like to have as an off-class

-\*-

I like the consistency in the Survivor card pool and how much individual support there is for the variety of Survivor investigators. Although I like the power level of Mystic cards, it always sucks to have your Rite of Seeking or Shriveling 15 cards down after a full mulligan for them.

-\*-

More scenarios need cloovers and fighters, so all classes outside of Seeker and Guardian are more tricksy and less focused on the goal. This is a hard-enough game as it is!

-\*-

Seeker cards are way too powerful. Rogues are the most fun to play. Survivor cards are super efficient at what they do. Guardian pool is decent but overpriced. Mystics have a few amazing cards, but the rest is pretty meh.

CLUSTER 3

------------

Vaguely from ‘most interactive’ to ‘most straightforward’ with a special mention for the Survivor card pool which has been largely static since roughly core with a few major exceptions.

-\*-

Rogue cards are the most fun for me. More money, more actions, more fun.

-\*-

I seem to like the classes that are less straight-forward than Guardian and Seeker tend to be. (In the sense that they are the archetypical fighters and cluevers.)

-\*-

I like cards that cheat the system and don't depend on leveraging board state

-\*-

Green and purple cards have fun and flashy effects. Blue and yellow cards have more standard effects and narrower deck building options.

-\*-

I didn't play mystics a lot yet

-\*-

The numbers are different depending whether we’re talking theory or practice. In theory the Mystic cards are my favorite, both for flavor and interesting mechanics. In practice I struggle with them and they’re usually the first cut.

-\*-

Combos!

-\*-

I like moneeeey

-\*-

seekers have literally everything, and their cards usually aren't too expensive. rogues have adaptable, streetwise, and really good allies, but they're a bit low in damage output. guardians have really good cards but are limited by how expensive they are. mystic events are amazing, but they are 4th place because level 0 spells kinda suck and are expensive as hell. mystic cards are much better with exp. survivor cards are almost decent. it really sucks that many of their leveled up cards are exile cards, but survivors don't get any extra exp. but in general i find their cards to be lacking in clue-gathering capability and damage dealing. they can turn failures into successes, but that's about it.

-\*-

Guardian is solid and predictable, Rogue is fun. Mystic is challenging, Seeker and Survivor are necessary.

-\*-

THE JANK

-\*-

I really dislike survivors as I simply dont understand how to properly build them (appart maybe Wendy). Even if I have rated mystics 4, I enjoy playing Mystic nearly as much as seeker (which I rated 1) rather than Survivor.

-\*-

I think the rogue theme is portayed very well in their card pool

-\*-

corelation between mechanisms and theme

-\*-

I like big, flashy, ridiculous turns and risky plays, so rogue and mystic are the most fun for me. Guardian and seeker are fine and all, just a bit dry. I don’t understand survivor at all, but I’m happy other people have a thing they like.

-\*-

Rogue and survivor give you interesting and powerful but situational tools that you have to figure out how to apply to the scenario. Mystic and guardian are more about powerful assets that you either draw early and use a bunch or wish you’d drawn earlier but can’t afford now and just commit for icons. Seeker pool makes me sleepy every time I look at it; the only mechanic there I really enjoy is the tome synergies and that’s only with Daisy (Rex, of course, is only played one way).

-\*-

Role-play Value

-\*-

I went for those that get me excited to play or provide thrills or cool combinations as I play (rather than, say, the power of the cards)

CLUSTER 4

------------

Lol moments. We’d all be survivor if we were in this game!

-\*-

The top two were tricky to place; Rogues have fantastically fun combo plays available to them, while I love the 'feel' of many Survivor cards, fighting against fate as hard as they damn well can.

Overall, I find the Survivor pool \*just\* wins out, especially with the excellent Will To Survive and semi-immortal Pete Sylvestre.

Guardians and Seekers are two sides of the same coin; I'd say Guardians edge out, because while a Guardian has a few tools (including the infamous Flashlight) to find clues, Seekers have very few options to take care of enemies.

As with Survivors and Rogues, though, this is close.

Mystics... weeeeell. .. I acknowledge they are arguably the best class, once set up, and while their charges last on their spells. The ability to do everything while testing just one stat can make them very efficient. But... this is the class I enjoy the least, in part due to their over-reliance on their spells. Their solutions never feel more than stopgaps for me, so I find Mystics a hard class to play.

(That won't stop me taking Mystics for a spin though, especially for goodies like Delve Too Deep ![🙂](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAATlBMVEVHcEz/zEz/y0z/zEz/zUv/zEv/zUv/zEv/1Uz/zUv/0Uv/zUv/zUv/zUv/zkr/zkz/zE1mRQDuvUSZchluSwN3VQjOoDOGYQ+xhiXcrjvHN6SOAAAAEHRSTlMA4vnCs89Z7gdrHoI9kjNDENWVvAAAAjRJREFUWIWtmNuWgyAMRdWFImotAt7+/0cHvFVNUGDYj1n1NIEQQpLkgZbVJE9pltE0JzVrn35rpWKE8huUsMpPpSzIXWSHFKW7DEttMotftZtUWYOQgBRzkGryNxlD+n1z5+MiY/g8OlU5ubOSP2zg93V1zlBreEXmo8N5VuA6zE/GwFB//HU4R3z6esa1koF1qrzW+Qe97V3pse9X8ms+Oech5HPWacJ1OG9iBGY4BVf/R+eUTWXgju3Q0uqQkEpJAT+x2DeXSlAPRd9pevCFzZ6WlrMxdgujq307KaDOD93G4GbXN8JyOIC+3D+QbnZNhVaPfv+gd7PzdbnhDab2D5SbfYsNJlGAENX3OzCGhMZbrMAGLLZOAOSc+W8/5zWy1gEJaVYbqyC+R0STJ2jj4XloNSmy+0HQJOgWgmTxhKKF9tjluZOi2x9AjiZkAOS/V9FOHdIVYRRYGQmhxQpbABQttQEQS+soR/RkGsSIlLWl+MPryBRVNaFSYlJYoV2uIyy2yVR4Od/NszT1f4K/J9Z2dq3zSk7DLLRrQszDJJWt8m9XNmwi9H93VoCfRxOBJvdg00EK/9FpoY3WoDAZhekcjRZ+TMQIdfCs+D0kLM3oIK8yEnPn2mnb2mOh96rXMape758tR0/tcbyGPd4TItqjRi9TpGdWvIdfvKdovMex93O9senEGyDEG2kkrkOW/CGswykWZ+yTvA6iUsdB1CIVZzS2EGdYt9EW5/Fh8Tg+/AN/+wC34u5K8wAAAABJRU5ErkJggg==) )

-\*-

Ability to bounce off Investigators with good resource and action economy, other card pools (including Neutral), as well as capability to start off with no experience — all the way to full campaign with as much power-card investment as possible. Seeker may have 2 of the best cards in the game (Higher Education and Dr. Milan Christopher), but the Seeker card pool as a whole does not stand up. It is both narrow and shallow. Mystic is the most detailed and the most broad, but suffers from undue delay leading to deterioration. Guardian definitely needs to be more broad as well. Both Rogue and Survivor blend well, and provide the necessary breadth to take on challenges while melding with the high-economy Investigators. Rogue has a few 3, 4, and 5 xp cards that push it to the top spot. Even for Lola these statements hold up.

-\*-

On a scale of most interesting vs. most boring. Options for rogues and survivors feel fresh and like there are multiple deck archetypes that are valid. Less so for the seeker and mystic card pools, where I feel like there are more "must include" cards which makes deck building less exciting and more rote.

-\*-

survivor da bass

-\*-

The card pool allows rogue/survivor decks to make specialists. Seekers are all just different flavours of clueverer

-\*-

Personally, I like healing and support best, which guardian does quite well. Survivor has my second favorite card pool, though, for tricks and card recursion.

-\*-

Not much between them but I like guns & ammo, survivor class is cool because it is normies vs horror

-\*-

I really like the guardian cards as i enjoy fighting the monsters that appear in scenarios. Unfortunately my least favorite is mystic. Although they have powerful cards, they often take time to set up and I think that the draw backs on some of their cards are too harsh for what they do.

-\*-

Just what I gravitate towards

-\*-

I like killing monsters

-\*-

Mystics have so much of everything with cool effects added on. Guardian cards are efficient at what they do, but really boring.

-\*-

Survivors feel more unique, guardians kill stuff, seekers feel like you can't win without them (though you really can). Rogues and mystics by default. I like rogues better because of Finn and Sefina being really fun to play.

-\*-

Almost always let my partner(s) play the seekers as I find the rogue and survivor cardpools allow you to fly by the seat of your pants, which I find even more exciting than just being the clue gatherer. Mystic card pool can sometimes take too long to develop. Also many marquis mystic cards flirt around with the doom mechanic which always bites me in the arse. Thirdly, mystic pool doesn't have a strong ally base. What's funny about that is I always play spellcasters in D n D.

Guardian pool is pretty straightforward, one I look at as more of a necessity within the context of the game,but doesn't tug at my heartstrings .

Apologize for the sloppy phrasing in my opine due to a long day. Rankings based on personal preferences only. No meta analysis

-\*-

Agnes

-\*-

Just prefer the in your face monster destruction that Guardian is themed with. Really enjoy that class.

-\*-

Flexibility

-\*-

I love killing things and then getting clues!

-\*-

I like all of them but play seekers least, I also like that guardians can just take the mythos phase to the face

-\*-

I like to be the tank, and with some of the new additions guardians have gotten with getting clues they just shine even more. Mystic I never really play but has so many cards I want if I am playing a dunwich survivor or anyone who can get them, same goes for survivor, very few cards from rogue or seeker makes it into my decks unless I am playing chars like Wendy or Leo who kinda needs them to make them work

-\*-

Number of fun upgrade options in green, base card pool for red, upgrade options in blue, useful upgrades in seeker, purple sucks to play. ![😉](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAPFBMVEVHcEz/zEz/zEz/zEz/zEz/y0v/zUz/z0f/zE3/zE3/zU1mRQD/zE3crTtyTwaIYxDywUa2jCiedxzLnjL/8Ry6AAAAC3RSTlMA34/PSoC3IJ/vYLtt3F0AAAJoSURBVFiFrZjbloMgDEXVWlEZQOj//+tUFE0g0dTFeWt1bUMukNA0vNTcDe3frnboZnXxMqt+PBin2rH/jaK6qaRsmjq5Xf3AUTYNMrPUeI1ZNQqserOLQgt835nzkmBWvS6N6kXm7EZdeOotx6xilyfwMtZYicOQHnBIUu6fxRgJqfBTjyA+WK11kJCy2CkQd+P0Lglowvl05uGJkYH+XrSD/InRHxEIuulY2JLMcd4sMgxaXIp84gQaYgwdySMHUsR2Do352O0jNvjieYrcgDieXgDwnXaZ94bdQ/vPED/IpaFGcvi1zUvdbtAlZ/sMEDK8i6AUspuImzWOxvgUWJj3EyqOjzBzFm8LUv+s6suwrBlAnINrqO2ldSErofaMGeQIKiSSQEKpZi4NT6l3WSQBO2lOwQfyZISjqQ6kIy6XrimP52Mfcfj/c4NxZbYNhK+Z/cjY80GZt21TcAAIOglyKNIlCPy5OI1UREIK8jpTHgkCRDp7Xdh324yK5WbvQWT4rYX72bfcBCBZQuYiQKISEYEERUuAiOJ/opYokUcaiKJ9pI7YRh5ppja2J1LkVvu72qctX64x79WAcFGsIgojqYcHZKZYtmGv02+lBlfsdYcmeGTnys/oKKat7FATkclQIKY1UKityeVKjqPfHKjW+NRicw63sRwtMpMBxeKYhZ3tv2IC98EnB7OxwE6bm69g002cipvQFMEOjiYOE98WlG3lUMPOLu5e2QjBFsqtioH0xzE0iRhHaw1+9UbResNxvXG93gVCvSuNptolS1Pv2qepdhEVrapzNbaZVeWybrfrl+vDf3NowNZ4dUC+AAAAAElFTkSuQmCC)

-\*-

I like support / killing role, Carolyn FTW

CLUSTER 5

------------

Weapons are fun.

-\*-

Leo is da alpha male.

-\*-

Red's best

-\*-

There’s more variety of cards that let me build decks I enjoy. As you go down the ranking, there’s less variety or fewer viable sub themes to build around.

-\*-

Seeker is powerful but boring, while mystic getting to punch pack at the game is great, with good support to boot.

-\*-

I enjoy the cardplay in survivor, and the mystic side of things. Seeker cards are generally very powerful. I don’t enjoy playing rogue but there is some good cardplay. Guardian I find less interesting overall as a class

-\*-

Wendy is literally the best investigator in the game

-\*-

I enjoy support cards and interesting, unique effects.

-\*-

I tend to go for lazy game play, and usually guardians allow to smash enemies without worrying too much about strategy. Seekers I love them thematically. Mystics, I never understood how to play them efficiently